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Abstract 

\l,ili\. rc&t,iiiir~ dat,al);t<e applications arise in safety-critical 
ulstallations and military systems where enforcing security 
15 ( I Ii(‘lill to t,hc> SII(:(:~SS of the enterprise. A secure real-time 
(till ill)ilSC' svst,niii hits to simultaneously satisfy two require- 
III(YII.~ guarant,ee data security and minimize the number 
111’ ttlihs(s(l transnc.t,ion deadlines. We investigate here the 
1”” ~HXIMI~Y uuplications, in terms of missed deadlines, of 
g:l~;mt,~&g sec,urity in a real-time database system. In 
1)il,rtl4ar. wc f0c.u~ on the concurrency control aspects of 
1 IIIC Ihkll(’ 

( )III. ulalll c,orlt.ril,ut,iolis are the following: First, we iden- 
I II \. \vllic.ll i~uluug t,ht: previously proposed real-time concur- 
KI’~~(‘v (control l)rot,ocols a.re capable of providing protection 
,I~:.IIII>I IHJI II tll1,cnc.l and mdirect, (covert. channels) means of 
tltl;lllthc~rlzr~tI H(‘(YM t,o data Second, using a detailed sim- 
uIat,lou model of a firm-deadline real-time database system, 
wt. profile the real-time performance of a representative set 
I )I tI143~ h(‘(.\ir(’ (‘oii(‘urrcl!c~ control prot,ocols. Our exper- 
11u~11t.h show that, a priorltlzed optimistic concurrency con- 
t.1.01 protoc.ol. OPT-WAIT, provides the best overall perfor- 
1‘1rlll( 0 Thirtl. WI: propose and evaluate a novel dual ap- 
pt’oa4 r.o secure transact,ion concurrency control that al- 
Io\v~ th(l r(‘ilt-t.imtb database system to simultaneously use 
~l~ff’c*~~c~r~t (‘oncurreu(~y control mechanisms for guaranteeing 
Y(Y III’II v ,III(I for improving real-time performance. By ap- 
propriately choosing these different mechanisms, we have 
IHY’II a t)l(* 1.0 tl(Ggn hylbr~d concurrency control algorithms 
I 11~11 I~~~I\‘I(Iv (~VVII I)c:t,t.c:r performance than OPT-WAIT. 

1 introduction 

Ildiiv real-t,iiilcI database applications arise in safety-critical 
11131 ~III~~I.IOII~ autl military systems where enforcing security 
1s c:ruc~lal to the success of the enterprise. Surprisingly, how- 
(l\.t’l’. t.h(b issup of providing security in real-time database 
s;\.sl(‘lllh (RTDBS) has received comparatively little atten- 
I I( 111 ,111 110u~l1 r(%l-t ~nlt’ tlirt,abase research has been under- 
11 :l\. ~;II, VIOSV to +I clccadr now. 111 this paper, we partially 
a~l~lr(~sh t,hrs lac~lna I,,v making a detailed investigation of the 
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performance implications of providing security in the con- 
text of real-time applications with “firm-deadlines” [9] - for 
such applications, completing a transaction after its deadline 
has expired is of no utility and may even be harmful. 

Database Security 

Most secure database systems have access control mecha- 
nisms based on the Bell-LaPadula model [12]. This model 
is specified in terms of subjects and objects. An object is a 
data item, whereas a subject is a process that requests access 
to an object. For example, when a process accesses a data 
file for input/output operations, the process is the subject 
and the data file is the object. Each object in the system 
has a classification level (e.g., Secret, Classified, Public, etc.) 
based on the security requirement. Similarly, each subject 
has a corresponding clearance level based on the degree to 
which it is trusted by the system. 

The Bell-LaPadula model imposes two restrictions on all 
data accesses: 

l A subject is allowed read access to an object only 
if the former’s clearance is higher than or identical to 
the latter’s classification. 

l A subject is allowed write access to an object only if 
the former’s clearance is identical to or lower than the 
latter’s classification. 

Figure 1: Bell-LaPadula access restrictions 

TRANSACTION DATA 
CLEARANCE CLASSIFICATION 

R/W 
SECRET 

PUBLIC 

The Bell-LaPadula conditions, by enforcing a “read below, 
write above” constraint on transaction data accesses (an ex- 
ample is shown in Figure l), prevent direct unauthorized 
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r~( VVS~ t.0 st~:ur(’ dat,a. They are not sufficient, however, to 
,,l”tc’c’t flYIll “l’O\.(‘I’t ~~llil,IllldS” A covert channel is an in.- 
c/m cl ~tit*~t~ts 111. \vllic,ll ii higlb srcwity clearance process can 
I I dll~~~‘l lllfOl.llliIt.lOlI tLI a h SeCUI’lty CkaraIlCe PrOCeSS [II]. 

I~III ~‘\.*1111~ll~’ if 2 IOU hwwit,y process requests access to 
lbll c’s( IIM\(’ r~hour(~. it, will be delayed if the resource 1s 
,111 ~vNI\ Ilt+l IIV *I h~gh src:urit,v process. otherwise it will im- 
tll(~(llat,oIv br granted the resource. The presence or absence 
01 I 1~5 clcla,v can be used to encode information by a high 
<(A(.llritv process that is conspiring to pass on information to 
tltr low stbcGt,y process. 

(‘lj\.lxrt c+anur~ls t,hirt use t,he database system’s physi- 
( 01 I( .~o~~.~~c~~s ~5 t,llcb inc~tliuin for passing on information are 
I (,I;II 1\-(%1\ >I I~algllt,fol~\~artl t,o tackle for example, by intro- 
(111(.tttg ..lloih(a” III thus form of dummy transactions that make 
i1.L’ 01 I IICW I~‘\OII,‘, ,‘S. However. this approach is impractical 
IOI ( tlv(‘rt (.II~LIIIIV~S t,hat. use &cl. as the medium (for exam- 
!)II, ~)I~Y.(‘II( v OI al)s~u(~ of ii lock on a pre-det,ermined data 
II~YII) Ttnh is because. unlike physical resources which are 
I\ ,)I( ,111\ liw 111 IIIIIII~WI tlw iiuinher of da,ta items is usu- 
<III\. ~~I~o~~HoIL~., vqw~~itll~ 111 a da.tabase system. In fact, in 
II(YI\.I~V loi~~l(~l syst,ems, noise at, the physical resources may 
I )c( fi(‘llOl.itt,(‘d “for free” . but this will probably never be the 
(XSV for tlat,a s;ince it is trivial to insert, an additional data 
itc,m t,hat is of relevance only to the conspiring transactions. 
Tl~cwf’orc. e:cplar:1:th~ makzng data access covert-channel-free 
I l I,,.o~I c rrztrrl thtrvr. dozrrq th,e sume for resource access. 

Covert, channels based on data can be prevented by pro- 
vlcliltg h,rgh,w priorit,? t,o t,he low security transaction when- 
VVVI’ (1 clat;l c.onflict occurs het,ween a. low security transac- 
~.IMI and a II& security transaction. Taking this approach 
(‘t1s111 OS bllat loa securit,y transactions do not “see” high se- 
(.llrit v t,ransa(tions and are therefore unable to distinguish 
Iwt \v(‘(*tl t,tlcGr prc~sencc~ or absence. This notion is formal- 
~zotl in [6] a.5 non,.-).nter:f~rence. From a database system per- 
51)(‘(‘t I\‘(‘. it brimslates t,o implementing a concurrency con- 
tr.oi! mechanism that supports the non-interference feature. 
I t1 this paper. we quantitatively investigate the performance 
~llll)l~.~lt~touh of sc(‘ure concurrency control in the context of 
,I til.lll-tl(‘i~tllill(’ real-t,ime dat,abase system. 

Real-Time Database Security 

\ h(‘( iir(’ t c&r iin(s tlat,abase system has to simultaneously 
.,II )>I\ I KO I (~(I~i~r~‘t~~~~~~t,~. uamcly, provide security and min- 
IBM t,hcs number of missed transaction deadlines. Unfor- 
I IIII~IIV~\. tlic> Itlt’(.lliltllStnh for achieving the individual goals 
II~I~*II w(~rk ilt cross-purposes [S]. In a real-time database 
~1 ~IVM. l11gh prIorIt+ is 11sua1iy given to transactions with 
,‘al IIVI cl(~;l(llinc~s in ortIer to help their timely completion. 
( )II I IN* ot,hc:r hand, in secure database systems, low security 
t,r;l.tlsa.c:t,ions are given high priority in order to avoid covert 
~IMII~CIS (ZL~ described above). Now consider the situation 
\~III~I(~III rl 111glr wc:11rit,,v lxocess submits a transaction with a 
t lght tleadlme in a secure real-time database system. In this 
(‘i\s(‘. it hecomes difficult, to assign a priority since assign- 
illg it high priorit,v mav cause a security violation whereas 
~~~q,:luug ti low priority may result in a missed deadline. 

OIIC ;1p~~ro~11. used hv Son at, al in [4, 16, 171, to ad- 
~IIXM t.llc-8 i~l)<)v~~ lmhlerll ‘is to adaptively tradeoff security 
Ior I Iluc,lint+s dependmg on the state of the system. Our 
VI(‘~. howc~er. is that for many applications security is an 
.i~ll-cl]-llorlliiig” issue, t,hat, is, it is a correctness criterion. 
I tI (‘()ttlI)arLson. t,he number of missed deadlines is a perfor- 
rr,~,~:,’ ishu(a. Therefore, in our research work, we are investi- 
;;lt 111:: tlw ln~hltr~~ of how t,o minimize the number of missed 

transaction deadlines without compromising security. As a 
first step towards achieving this goal, we have conducted a 
detailed simulation study to evaluate what impact the choice 
of concurrency control protocol has on the real-time perfor- 
mance. Our simulation model captures a real-time database 
system with an open transaction arrival process. Transac- 
tions are assigned security levels and have corresponding re- 
strictions on their data accesses. Each transaction also has 
a deadline and the deadline is “firm” - that is, transactions 
which miss their deadlines are considered to be worthless 
and are “killed” (immediately discarded from the system 
without being executed to completion). 

Secure Real-Time Concurrency Control 

In recent years, several concurrency control (CC) protocols 
that are specially tailored for real-time database systems 
have been developed. These include prioritized variants of 
two-phase locking (2PL) such as Wait Promote and High 
Priority [3], and prioritized variants of optimistic concur- 
rency control (OPT) such as Sacrifice and Wait [9]. These 
algorithms were primarily designed to minimize the number 
of missed transaction deadlines and have been evaluated on 
this basis in [3, 91. 

There are significant differences between the real-time 
environment in which the above concurrency control algo- 
rithms were compared and the secure real-time environment. 
In particular, the following issues need to be considered: 
First, not all real-time concurrency control algorithms may 
satisfy the non-interference property mentioned earlier. Sec- 
ond, there are multiple transaction classes corresponding to 
the various security clearance levels. Third, the data ac- 
cess patterns of transactions are constrained by the Bell- 
LaPadula model. Fourth, conflicts are resolved based on 
both security considerations and timeliness considerations. 
Finally, there is the question of class fairness, that is, how 
evenly are the missed deadlines spread across the transac- 
tions of the various clearance levels. 

Due to the above differences, the performance profiles of 
real-time concurrency control algorithms need to be reeval- 
uated in the secure domain - we address this issue here. 

Dual Approach 

A feature of the secure environment is that there are two 
categories of data conflicts: inter-level and intra-level. Inter- 
level conflicts are data conflicts between transactions belong- 
ing to different security clearance levels whereas intra-level 
conflicts are data conflicts between transactions of the same 
level. The important point to note here is that only inter- 
level conflicts can result in security violations, not intra- 
level conflicts. This opens up the possibility of using dif- 
ferent concurrency control strategies to resolve the different 
types of conflicts. In particular, we can think of construct- 
ing mechanisms such that inter-level conflicts are resolved in 
a secure manner while intra-level conflicts are resolved in a 
timely manner. The advantage of this dual approach is that 
the real-time database system can maximize the real-time 
performance, by appropriate choice of intra-level CC pro- 
tocol, without sacrificing security. In contrast, the tradeoff 
approach mentioned earlier requires the application to com- 
promise on security in order to achieve enhanced real-time 
performance. We investigate here the performance of var- 
ious combinations of concurrency control mechanisms for 
resolving inter-level and intra-level data conflicts. 
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Contributions 

III tll~s paper, we quantitatively investigate the performance 
~l~~llli(~at iotls of’guarant,ecing security in a firm-deadline real- 
I IIN (ht.~dm~~~ ~,vst,rul. Our main contributions are the fol- 
ICNlllg 

I \\‘(i id(~nt.$~ which among the previously proposed 
real-time concurrency control protocob are capable 
~1’ provitliug protection against both direct and indi- 
I (‘VI (U )\.(krt C~;I.I~IIC~S) means of unaut,horized access to 
tlat.<r. That, IS, which protocols support the concept of 
norr-~nte,~f’e~ence. 

2 I-SIII~ a detailed simulation model of a firm-deadline 
real-time database system, we profile the real-time per- 
ti)rr~anc~~ of a. representative set of secure concurrency 
control protocols. Our simulations consider a variety 
of security-classified transaction workloads and system 
c,onfigurat,ions. To isolate and quantify the perfor- 
mance effects of supporting covert channel security, we 
also evaluate the performance of the CC protocols in 
t hc, coutcxt. of a baseline system that prevents direct 
Illlilllt.lll,l.lz,‘d ac.c:ess, but not covert channels (that is, 
It OIIIV supports the Bell--LaPadula restrictions). Our 
cbspc:riment,s show that a prioritized optimistic concur- 
w~rc:y control protocol, OPT-WAIT, provides the best 
II\X~IXII pcrforrnance. 

3. \\:v c~valuatc the effectiveness of a novel dual approach 
to secure transaction concurrency control wherein si- 
tllulrant~ousl!- different, CC mechanisms are used for 
gllarilnt,eeing security and for improving real-time per- 
~0rllli~IlW. respectively. In particular, we investigate 
t IIV I)orforrnance of various combinations of concur- 
rency control mechanisms for resolving inter-level and 
int,ra-level data conflicts. Our results show that some 
of’ thrsc-B h~/hrrd concurrency control algorithms perform 
,‘\ (‘II I)c*t tt-r t liiln OPT-WAIT. 

2 Related Work 

The design of secure CC protocols in the context of con- 
11,‘~ tzorrc~.l tlat,abasc s,vstems has been investigated by sev- 
(ar;1.1 research groups (see [20] for a survey). In compari- 
SOLI. littlfx at.t,ention has been given to developing secure CC 
I~r.c)toc.ols for real-time database systems. The only work 
t,llal we are aware of in this area is a series of papers by 
SON (nt al [3, 13. 16, 17, 191. In particular, a concurrency 
(.ont,rol protocol t,hat attempts to balance the dual require- 
Illl’tltc 01’ scxc,urlt,v and timeliness is presented in [4, 16, 171. 
III t h(x11, sc+t~ulc~. transactions dynamically choose between 
LI’I.-HI’ [3]. an (unsecurr) real-time version of 2PL, and 
S2 t ‘1. j 151. il so(‘urc (non-real-time) version of 2PL. The goal 
(11 1 III, ~II~II~~K~~ ih to t.r;rclwf sftcurity for real-time perfor- 
III~IIIW with the t,ra,deoff depending on the state of the sys- 
t (‘*u ant1 the application’s requirements.’ In contrast, in our 
work. we have assumed that full security is a fundamental 
I ~(1\,11 (‘uu’ut w~l that it is uot permissible to improve the 
rf,al-t iliw perfornianc:e at, the cost of security. 

11, [ 131. a concurrency control protocol that ensures both 
vv 11rlt \- mtl timclincss is proposed. For this scheme, how- 
(‘vcr. t,hr RTDBS is required to maintain two copies of each 

data item. Further, transactions are required to obtain all 
their data locks before starting execution (i. e., strict static 
locking). These requirements limit the applicability of the 
protocol. In our work, we consider more general database 
environments where all data items are single-copy and trans- 
actions acquire data locks dynamically. 

Another feature of their work is that it is primarily ad- 
dressed towards “soft-deadline” applications, that is, real- 
time applications in which there is value to completing tasks 
even after their deadlines have expired. In contrast, we 
have concentrated on firm-deadline applications. The type 
of deadline has a significant impact on both the performance 
evaluation model and on the interpretation of the results, as 
observed earlier for (unsecure) real-time transaction concur- 
rency control [3, 91. 

3 Secure Concurrency Control Protocols 

As mentioned in the Introduction, assigning priorities in a 
secure real-time database system is rendered difficult due 
to having to satisfy multiple functionality requirements. In 
our study, since we assume that security is a correctness 
requirement, the database system is forced to assign trans- 
action priorities based primarily on security clearance levels 
and only secondarily on deadlines. In particular, we assign 
priorities as a vector P = (LEVEL, INTRA), where LEVEL 
is the transaction security clearance level and INTRO is the 
value assigned by the priority mechanism used within the 
level. We assume that security levels are numbered from 
zero upwards, with zero corresponding to the lowest secu- 
rity level. Further, priority comparisons are made in lexi- 
cographic order with lower priority values implying higher 
priority. 

With the above scheme, transactions at a lower security 
level have higher priority than all transactions at a higher se- 
curity level, a necessary condition for non-interference. For 
the intra-level priority mechanism, any priority assignment 
that results in good real-time performance can be used. For 
example, the classical Earliest Deadline assignment where 
transactions with earlier deadlines have higher priority than 
transactions with later deadlines. In this case, the priority 
vector would be P = (LEVEL, DEADLINE). 

In conjunction with the above priority assignment, it 
would seem at first glance that, in principle, any real-time 
concurrency control protocol could be used in a secure RT- 
DBS and that the actual choice of protocol would be based 
only on the relative performance of these protocols. How- 
ever, not all the previously proposed real-time CC algorithms 
are amenable to supporting security requirements. For ex- 
ample, consider the 2PL Wait Promote algorithm proposed 
in [3]: This protocol, which is based on 2PL, incorporates a 
priority inheritance mechanism [18] wherein, whenever a re- 
quester blocks behind a lower-priority lock holder, the lock 
holder’s priority is promoted to that of the requester. In 
other words, the lock holder inherits the priority of the lock 
requester. The basic idea here is to reduce the blocking 
time of high priority transactions by increasing the priority 
of conflicting low priority lock holders (these low priority 
transactions now execute faster and therefore release their 
locks earlier). 

The Wait Promote approach is not suitable for secure 
real-time database systems. This is because it permits the 
blocking of high priority transactions by low priority trans- 
actions which violates the requirement of non-interference 
between the transactions of different security levels (as men- 
tioned in the Introduction, non-interference means that low 
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2,~ urlr\’ r,rau~act.m~s should not be able to distinguish be- 
t KVVU tllc, pr(+euce or absence of high security transactions). 

To gclueralize the above observation, a real-time CC pro- 
1~~~~01 rllibr l)c*rxuit,s. to even a limited extent, high priority 
rrillll;il(.tions f.o 1~ adversely affected by low priority trans- 
r~(~tlou~. il phenomenon known as priority inversion in the 
I.IW-I IIIW lit~(~ra.~.I1w [18], cannot be used in a secure RTDBS. 
\I)cli I 1’1~1111 \\‘illl P~OlllOtt~, other examples of real-time CC 

<II~III II IIIII~ I 11~1 1;111 ht.o his category include 2PL-CR [3], 
2l’lLoS/Bl [2] i~ntl WAIT-50 [9]. 

III 1111, I(‘III,IIII(~V~. of thih swt,iou, we briefly present, a 
I (‘1 )I ,+~~11~ ,tr IV,’ <;(‘I 111 I~OIIIIII’IY?II~~,V control protocols that, by 
1 /I 1 II,’ (11 IJI,III~ ~.llllll)l(*t,(~l~ ~XV t’rom priority inversion, could 
IIV I~S(YI to rc~solvc~ conflicts in a secure real-time database 
.\ \I ,,,I, ‘T‘IIv~v pl.ot,ocol.s use either locking or optimistic 
( 01!( t~~~w~~v c.outrol a.\ she basic regulatory mechanism. 

3.1 2PL High Priority 

Tlkcl 2Pl. High Priority (2PL-HP) scheme [3] modifies the 
I.I;IMI(TII st.rict t.wo-phase locking protocol (2PL) [5) by incor- 
IJ( ,I St, 111;: ,I JII’I~JI.II v ( cllll1ic.f wsolution scheme which ensures 
I I,,II IIIKII Imwrv t,ra.usa.c.tions are not delayed by low pri- 
orlt\ rri\tlsa(.riou~. III BPL-HP, when a t,ransaction requests 
;I 1oc.k OII iI tla.ta itsem that, is held by one or more higher 
,,I 1,~ II \ I ~~w~~~~~,iw~ 111 a confiictiug lock mode, the request- 
111:: t l~>tll>ii(.tloll uwit,s for thp item to be released (the wait 
(1\1(‘11(’ IC)I, it ditta tf.e:Lu IS managed in priority order). On the 
OI 11(x1, l~autl, if t,hr dat,a item is held by only lower priority 
t,~i~llbil(:~,lou~ in a conflicting lock mode, the lower priority 
1 l~;lrls;~ctions are restarted and the requesting transaction is 
granted bhe desired lock.’ Note that 2PL-HP is inherently 
tl~~~~tllo~~k-freti if priorities are assigned uniquely (as is usually 
t II,* (YLW iu real-t,ime database systems). 

3.2 OPT-SACRIFICE 

‘1‘11~ OPT-S.L\(-‘RIFICE algorithm (91 modifies the classical 
II )I 1, ,I, (1 (01 l~t~~~,~~l~~t) c)pt,iiilisric. coucurrency control pro- 
I 1c 01 I ( )l”l‘) 11 1; I)\. Ilrc.ot.l)c’r.il.t.illg a yri.orzty so,crifice mech- 
illllhlll 111 t,luh algorithm, a transaction that reaches its 
\..lll(lil t 1ot1 ht.;Wc ch(~k?r f’or c.onflic:ts wit,h currently execut- 
III:: I l’illl+l(‘t IOI~>. If c.c)nflic.ts are detectred and one or more 
I r,ttl~wtlow ~1 t,hct conflict, set is a higher priority transac- 
t 1011. rhea11 t,ltcs valida.ting transaction is restarted - that is, 
It 15 sa.c:rific:c!tl in au effort to help the higher priority trans- 
actions ruakp t,hcir deadlines. Otherwise, the transaction is 
;~ll~nv~vl t.0 (.ounuit.. restartring in the process the lower pri- 
II 11 t 1 I ,IIIS,I~‘~ LOUIS iil’ i111y) in it,s c:ouflict, set. 

3.3 OPT-WAIT 

I‘III, ( )PT-\\‘.-\lT ,Ilgori~lLlu [9] modifies the, forward OPT 
prot,ocoI bv inc:orporat,ing a priority want mechanism. Here, 
,I I I’;lll>a(‘t iou t Ililt r~:a(:h(~s validation and finds higher prior- 
II 1’ tr.;tllsa(.ti<)llb in its conflict set is “put on the shelf”, that 
15 it IS Illil<l(‘ to wait, and not allowed to commit immedi- 
,ltl4\. This gives the higher priority transactions a chance 
f.o Ihake their deadlines first. While a transaction is waiting 
ou thus shelf, it, is possible that it may be restarted due to 
t,llcb c.ommit. of one of the conflicting higher priority trans- 
a(.t.iollh. If’ al anv t,iulc during its shelf period, the waiting 
1 tr,tillhil(‘t 1011 fiu~ls 110 higher priority transactions remaining 
111 It 5 c.c,ufii(:t set., it, is committed, restarting in the process 
I III’ Iow~r I)rlorit\~ t,rausactions (if any) in its conflict set. 

3.4 S2PL 

A secure locking-based protocol called Secure 2PL (S2PL) 
was recentIy proposed in [15]. The basic principle behind Se- 
cure 2PL is to try to simulate the execution of conventional 
2PL without blocking the actions of low security transac- 
tions by high security clearance transactions. This is ac- 
complished by providing a new lock type called virtual lock, 
which is used by low security transactions that develop con- 
flicts with high security transactions. The actions corre- 
sponding to setting of virtual locks are implemented on pri- 
vate versions of the data item (similar to optimistic concur- 
rency control). When the conflicting high security transac- 
tion commits and releases the data item, the virtual lock of 
the low security transaction is upgraded to a real lock and 
the operation is performed on the original data item. To 
complete this scheme, an additional lock type called depen- 
dent virtual lock is required apart from maintaining, for each 
executing transaction Ti, lists of the active transactions that 
precede or follow Ti in the serialization order. The complete 
details are given in [15].3 

Note that Secure 2PL may not perform well in the real- 
time domain since it does not include any real-time-specific 
features. We include it here for two reasons: First, it serves 
as a baseline against which to compare the real-time CC 
algorithms. Second, we use it in one of the “dual approach” 
protocols evaluated in this study. 

4 Dual Approach 

In this section, we .move on to discussing our new dual ap- 
proach to secure real-time concurrency control. As men- 
tioned in the Introduction, a feature of the secure environ- 
ment is that there are two categories of conflicts: inter-level 
and intra-level. This opens up the possibility of using dif- 
ferent concurrency control strategies to resolve the different 
types of conflicts. In particular, we can think of construct- 
ing mechanisms such that inter-level conflicts are resolved in 
a secure manner while intra-level conflicts are resolved in a 
timely manner. For example, S2PL could be used for inter- 
level conflicts while OPT-WAIT could be used to resolve 
intra-level conflicts. The advantage of this dual approach is 
that the real-time database system can maximize the real- 
time performance without sacrificing security. 

At first glance, it may appear that using multiple concur- 
rency control mechanisms in parallel could result in violation 
of the transaction serializability requirement. This could 
happen, for example, if the serial orders enforced by the in- 
dividual mechanisms were to be different. A detailed study 
of a generalized version of this problem is presented in [21], 
wherein the transaction workload consists of a mix of trans- 
action classes and the objective is to allow each transaction 
class to utilize its preferred concurrency control mechanism. 
They propose a database system architecture wherein intra- 
class conflicts are handled by the class’s preferred concur- 
rency control manager while inter-class conflicts are handled 
by a new software module called the Master Concurrency 
Controller (MCC) that interfaces between the transaction 
manager and the multiple concurrency control managers. 
The MCC itself implements a complete concurrency control 
mechanism. A single global serialization order is ensured 
in the entire database system by using a Global Ordering 

‘In our implementation, we have had to partially modify Secure 
2PL since the algorithm (as described in (151) does not eliminate non- 
interference under all circumstances - the details of the modifications 
are available in 171. 
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T;ll)l(~ 1 SllllilliLt~lOll !LlOtld Parameters 

r/J/~.S,z, 1 Number of pages in the database ._ 
( ‘/(I.\.$ /,r.ldh Number of Classification Levels 

1 \!,I Ir~rl/l?tr/,~ j ‘Tritllsac:t,ion arrival rate 
( ‘lf II~/.c~vc,/.~ / Kur1lh(:r. of Clcarallce Levels 
Yl,lli./, r,,,,,, Slnc:k 1~x1.~ 111 Ueadlitle assignment, 
I r11.11.*5/21 ;\ verage transaction size (in pages) 

I I4’,~rlr:ProlJ Page write probability 
:vrr!!rcl’l:s Number of processors 
N,,rrrlXsR.s Number of disks 

/ I’U!JC( :I’id’ Cl-‘6 time for processing a data page 
p’y/c IhA I)isk service time for a data page 

.5’r,/,r 111.t ~I‘lw clads of t.his scheme and the proof of its 
I’r)l.rft(‘tiif*sh are given m (211. 

For our st,udy. we assume use of the above architecture. 
I II I Iii> fi~~u(work. il S2PL/OPT-WAIT combination, for ex- 
r~~~~l)l~~. wo111tl corrcspoud to using SZPL at the Master Con- 
VIII’I’I~II(~V <‘out,roller for resolvmg inter-level conflicts, and 
llsllig OPT-MT.L\IT a.\ t.he local concurrency controller within 
VWII 4(&c lItit\. II~\T~ for resolving intra-level conflicts. 

5 Simulation Model 

111 I ]I(, prc’vlouh st’(‘t,lon, we discussed various secure concur- 
I’~IIC 1’ t 01lt~rol prot.oc:ols. To evaluate the real-time perfor- 
1u,111(‘(’ of’ t,lir:scs algorithms, we developed a detailed simu- 
lilt il)u IIIO(IVI of H firul-deadline real-time database system, 
similar t,o t,hat described in [9]. A summary of the key model 

III 0111’ IIHNIVI. thv system consists of a. shared-memory 
IIIIIII 1pr~~~~s~~ DB%lS operating on disk-resident data (for 
>lurplic.lt.v. WV Lssume that all data is accessed from disk 
(~utl buffer pool cuusiderations are therefore ignored). The 
clati\l)itsr is modeled as a collection of DBSize pages that 
arr’ uniformly randomly distributed across all of the disks. 
~I’Iw clat.almsv is equally partitioned into ClassLevels secu- 
1 I~X’ c.lasslfic.at~ion levels (for example, if the database has 
I l)O(l II+I~CY imd the uumber of classifications is 5, pages 1 
tllronah 200 belong to level 1, pages 201 through 400 be- 
IIJII~ t,o level 2, and so on). Transactions are generated in a 
I’o~~~n~ st,r(:am wit,h rat,e Ar~rivalRnte and each transaction 
has ill1 associate cl security clearance level and a firm com- 
~~I(~tiou tl(!atllill(~. A transaction is equally likely to belong 
I o ,ln\ 01’ t h(l C’Iw~Lrrw.1~ security clearance levels. (For 
-ltlll)lmt\.. vx ~I.SSIIIIIV iu this study that the categories (e.g., 
SIVIY~I l’lll)lic~) t’cu tlat,a classification and transaction clear- 
.IIIC C’ .~i.t’ I~l~~llti(.rll) LIc~iitlliuc+ il.l'v assigned using the formula 
I); .I I, +.SL‘* R-,-. \vh(Brc, D-r3 A7. and RT are the deadline, 
<irt 11x1 ml0 and resource time. respectively, of transaction 
7‘ \vhilv SF is R slack fa.ct,or. The resource time is the total 
>(‘1 \.I(‘(’ tuu(’ a.t t,hc resources that the transaction requires 
flll Ith (liht,ik I)rc)c:cssiug. The SlackFactor parameter is a 
1’0~1st;ult t,hat, provides control over the tightness/slackness 

A t,ransact,ion consists of a sequence of page read and 
, ,,I~? \\‘I ,t,l’ H.C’(‘(‘SS(‘S. The number of pages accessed by a 
I i ,111~,1( I 1011 v;lrl(sh unifi)rmly bet,ween half and one-and-a- 
11,111 t IIIII’~ III(* ~i~lll<! of T,rtr,nsSize. The WriteProb pa- 
r;lluc*tc~r dt~t~ormiu(~s t,he probability that a transaction op- 
(Y,II 1011 oh Cl wrlt,c. Due to security reasons, each transac- 
t IOII (‘ill, ouiv access data from a specific segment of the 
tl,il.al,asc~. imtl page requests are generated by uniformly ran- 
(IOIIIIJ. saulpliug (without. replacement) from the database 

over this range. The permitted access range is determined 
by both the security clearance level of the transaction and 
the desired operation (read or write), and is according to 
the Bell-LaPadula specifications: a transaction cannot read 
(resp. write) pages that are classified higher (resp. lower) 
than its own clearance level. A transaction that is restarted 
due to a data conflict has the same clearance level, and 
makes the same data accesses, as its original incarnation. If 
a transaction has not completed by its deadline, it is imme- 
diately killed (aborted and discarded from the system). 

A transaction read access involves a concurrency control 
request to get access permission, followed by a disk I/O 
to read the page, followed by a period of CPU usage for 
processing the page. Write requests are handled similarly 
except for their disk I/O - their disk activity is deferred 
until the transaction has committed. We aSsume that the 
RTDBS has sufficient buffer space to allow the retention of 
updates until commit time. 

The physical resources of the database system consist of 
NumCPUs processors and NumDisks disks. There is a sin- 
gle common queue for the CPUs and the service discipline 
is Pre-emptive Resume, with preemptions being based on 
transaction priorities. Each of the disks has its own queue 
and is scheduled according to a Head-Of-Line (HOL) pol- 
icy, with the request queue being ordered by transaction 
priority.* The PageCPU and PageDisk parameters cap- 
ture the CPU and disk processing times per data page, re- 
spectively. 

6 Experiments and Results 

In this section, we present the performance results from 
our simulation experiments comparing the various secure 
CC protocols in a firm-deadline RTDBS environment. 
The primary performance metric of our experiments is 
MissPercent, which is the percentage of input transactions 
that the system is unable to complete before their deadlines. 
We compute this percentage on a per-clearance-level basis 
also. MissPercent values in the range of 0 to 20 percent 
are taken to represent system performance under “normal” 
loads, while M&Percent values in the range of 20 percent 
to 100 percent represent system performance under “heavy” 
loads [9]. Only statistically significant differences are dis- 
cussed here [7]. 

An additional performance metric is ClassFairness which 
captures how evenly the missed deadlines are spread across 
the transactions of the various clearance levels. To com- 
pute this we use, for each class i, the formula Fairness; = 
CommitTransi/InptLtTransi 

ConmitTranslInoutTrans ’ In this formula, CommitTransi . 
and InputTransi are the number of committed transactions 
and the number of input transactions, respectively, of class 
i, while CommitTrans and InputTrans are the total num- 
ber of committed transactions and the total number of input 
transactions, respectively, across all classes. With this for- 
mulation, a protocol is ideally fair, if the fairness value is 1.0 
for all classes. Fairness values greater than one and lesser 
than one indicate positive bias and negative bias, respec- 
tively. 

The transaction priority assignment used for the secure 
protocols in the experiments described here is P = (LEVEL, 
DEADLINE), thereby ensuring that there are no covert chan- 
nels since a low security transaction is delayed only by trans- 
actions of its own level or those of lower security levels. 

*For simplicity, our model uses the non-interference method for 
eliminating covert channels at the physical resources also - an alter- 
native method is the “noise” technique mentioned in the Introduction. 
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‘l?i1l)l(, 2. Baseline Parameter Settings 

6.1 Comparative Protocol 

To 11~11) &at,c> imd understand the performance cost that 
IK(XI~ tlur~ t,o havmg to eliminate covert channels, we have 
,IIv, ~uuulat.cd t,he performance achievable in the absence of 
( I I\.I’I’I VII,IIIIIILI h(l(.llritv rquirements. That, is, the perfor- 
~ll,lll(‘(’ ,I(.IIII~v~II)I(~ of’ ouly Bell--LaPadula conditions had to 
II{. >:\I Ihfi(b(l. For this scenario, a priority assignment of P = 
DEADLINE I.< II~(YI 111 6hr following experiments, we will 
I.&Y to r.hc, performance achievable under this scenario as 
DIRECT >1u(‘~ 1.11(3 Bell LaPadula conditions prevent di- 
I f’( I llllrlllr IlcJrlzc!tl rl(‘(‘f’SS to cla.t,a. 

6.2 Experiment 1: Resource and Data Contention 

‘1‘11~~ wt r illgs of t,he workload parameters and system param- 
(‘t,(‘l’h for our first experiment are listed in Table 2. These 
+stt,utgs were chosen with the objective of having significant 
tlatil (.out(sution a.nd resource contention in the system, thus 
IIC~I~~IU~ to lxmg out, the performance differences between the 
\‘a) 10,lh m~~~~~~rrwcv coutrol protocols. 

III tlllh c~sl)c!r.i1urut,, t,here are two security levels: Secret 
,III~I I’r,blrt FOI rhls svst,em. Figures 2a and 2b show the 
\I 1.51 ‘VI ( (1111 Irc~ll~lvlc~l rib ii f’llu(.t,iou of the overall transaction 
111 I~i\.<li ,<llf’ III ~~.‘I~IIw 2a. t.he overall miss percentages of the 
IIIII\. h,‘(‘~lr I’ r~,l~:orlt~l~ms mtl their DIR.ECT (Bell-LaPadula) 
t llllllll’l 11,ll’l.h 15 pdilctl \?‘c~ SW here that. at normal loads 
t II<* pd’orwu~w of t,hc secure algorithms is worse than that 
111 thcsir DIRECT counterparts. In contrast, under heavy 
Io;ltls the performance of the secure algorithms is actually 
Ilet.r,c!r t-hall that. of the DIRECT algorithms. The reason 
1;~ t,his is t,hat while the Earliest Deadline priority assign- 
III~‘II~ 15 VS( c~llt~ut for a set, of tasks that can be completed 
l~(,lol(’ t IIVII (lratlliuos, it hcomes progressively worse as the 
I& a(xt, ovorlo~ls its capacity [lo]. In this situation, the 
>(YI~~v l)ro~r)c.ols f+at,ur~ of grouping the transactions into 
~w~c~r~tixrd Itwls ~rmms t,hat, Earliest Deadline is operational 
\\ II 11111 .,v&/I ‘, b(5t.s of t.rausacbious, leading to improved per- 
101 III~III( (3 ilt highc:l~ loadh. III summary, although elimination 
01 ( ~IVVI’I ~~11auu~~ls results in performance degradation at nor- 
111~11 hm~lh. It I~~Y~II~Y~~ thr miss percentage under heavy loads. 

tw.us~ug 011 t.llr: secure real-time algorithms, we observe 
III \I 111 Fig:lw 2;r t,hitt, the performance of PPL-HP is signif- 
11 GUI 1~ worse t,hau that. of the optimistic algorithms, OPT- 
\\.r\IT itutl OPT-SACRIFICE (denoted by OPT-SCR in the 
I~gc~utl) III fact. 2PL-HP’s performance is no better than 
t Il;it of SZPL which. as ment,ioned in Section 3: is a non- 
l~~~~11-11111(’ pmoc~ol! The poor performance of PPL-HP is 
/)I llllitl IIV l)(‘(:iLllS(-’ Of it,s “wasted restarts” problem, which 
1, ,h. II, ~I~AII~ tlr;lnl);ic,k ill uuscc11re real-time CC also 191: 
\ I I ,IIIY,IC’~ 1011 ~llii\’ I)cs I’(‘St,iL1.T,(‘(I bv a higher priority trans- 

.I( I /1),1 I II,I~ I~IIC~I IUISS(‘S 1t.s tlradliue. This means t,hat the 
I IYI.~I I (II(I llot rcaslllt 111 the higher priority transaction meet- 
111,~ 11, III-~ICIIIIII~ 111 aclclit,ioil. it may cause the lower priority 
1 I ,hllkri( rioti to u11ss it,s tlcJa.dline as well, apart from wasting 
f 1117 r~~so~i~~c~~~k iil\x*htrvl in t,hr t,ransact,ion prior to its restart. 

The effect of the wasted restarts problem is magnified in 
the secure domain for the following reason: In unsecure real- 
time CC, a transaction that is close to its deadline would 
usually not be restarted since it would have high priority. 
However, in the secure model, where the transaction level is 
also a factor in the priority assignment, Secret transactions 
that are close to their deadlines may still be restarted due 
to data conflict with a Public transaction. 

Moving on to OPT-SACRIFICE, we find that there is a 
change of performance behavior in the secure environment in 
that the gap between its performance and that of SPL-HP 
is more than that observed for unsecure real-time CC [9]. 
The main problem for OPT-SACRIFICE in the unsecure 
domain was that it suffered from “wasted sacrifices” (sacri- 
fices for a transaction that is eventually killed). The effect 
of this problem is diminished in the secure domain due to 
the access pattern restrictions of the Bell-LaPadula model: 
The definition of conflict in forward optimistic concurrency 
control is that a conflict exists between the validating trans- 
action V and an executing transaction E if and only if the 
intersection of the write set of V and the current read set 
of E is non-empty. For the LaPadula model, where blind 
writes are permitted due to the “read-below, write-above” 
paradigm, optimistic algorithms will correctly conclude that 
there is no conflict between items that are in the intersec- 
tion of the write set of V and the write set of E but not in 
the read set of E. In fact, it is easy to see that a validating 
Secret transaction will never have conflicts with executing 
Public transactions in this model. Therefore, the possibility 
of wasted sacrifices decreases as compared to the unsecure 
domain. Note that for 2PL-HP, however, blind-writes can 
unnecessarily result in write-write conflicts and cause either 
blocking or restarts, thereby further deteriorating its perfor- 
mance. 

Turning our attention to OPT-WAIT, we see that it pro- 
vides the best performance across the entire loading range. 
This is because it derives, similar to OPT-SACRIFICE, the 
above-mentioned benefits arising out of the Bell-LaPadula 
access restrictions. In addition, it suffers neither from 
wasted restarts nor from wasted sacrifices. Instead, all 
restarts are useful in that they are made “on demand” and 
at the commit time of a higher priority transaction. 

Finally, moving on to SZPL, we find that it manages to 
perform on par with 2PL-HP in spite of not being dead- 
line cognizant. This is due to its “optimistic-like” feature of 
virtual commit, which considerably reduces the amount of 
blocking associated with 2PL. This phenomenon is similar to 
that seen in [9], wherein a conventional (non-real-time) op- 
timistic protocol performed better than locking-based real- 
time protocols. 

In Figure 2b, we present the miss percentages of the vari- 
ous concurrency control protocols on a per-security-level ba- 
sis. This graph clearly shows how the high-security Secret 
transaction class (dashed lines) suffers much more than the 
Public transaction class (dotted lines) to satisfy the goal of 
avoiding covert channels. Figure 2c provides statistics about 
the corresponding breakup of the “restarts ratio” (the aver- 
age number of restarts of a transaction) on a level basis. We 
see here that Secret transactions are restarted much more 
often than Public transactions under normal loads. Un- 
der heavy loads the number of restarts decrease for Secret 
transactions since resource contention, rather than data con- 
tention, becomes the more dominant reason for these trans- 
actions missing their deadlines. 

In Figure 2d, we present a different view of the trans- 
action restarts picture. Here, the restarts of Secret trans- 
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a(‘t icJllh ilr(’ catf~gorizetl into those caused by Public trans- 
.It’t iotlh (i. (s.. rrrl~r,-ler~el restarts) and those caused by Se- 
(‘1~81 I rilllsa(.t,ious (i. (‘. , 27&-CL-level restarts). Note that this 
01 I,,II<II~) iz IMV~II~II~~‘II~ 0~1,~ for Secret, transactions since all 
I (‘51 it) th ,lr(’ iut.r+1(~\4 for Public transactions. The graph 
~+YI~~v hl10~~ that Secret, transactions suffer more from inter- 
Icv4 conflicts (dashed lines) than from intra-level conflicts 
(tlot.t.ed liues) over most, of the loading range. 

Finally, in Figure 2e, we plot the fairness factor of each 
CC’ prot,oc:ol for the Secret transaction class. We observe 
r.hat. at. light loads when virtually all transactions make their 
tl(5~tllines. all t,litt concurrency control protocols are (triv- 
1;111\:) talr. As the loading increases, however, the proto- 
(Y& I~omr~ iuc.roasing1.v unfair since they selectively miss 
I II{’ IIC~~CIIIII(~S of’ S(bc.rcLt, transactions to accommodate the 
1’111~11~ Il’illlhil(‘tlOllh M;it,lr rf?gartl to the relative fairness 
s 11 ! 1111 ,IV lll(~ II’~II-I t111(’ ;rlgorit,hms, the graph clearly shows 
I 11~11 ( )l”l‘-\Z’AIT an(l OPT-SACRIFICE provide much bet- 
I ISI ~:IIM(-M t,hau ‘LPL-HP. and t,hat, OPT-WAIT is the best 
GB\(‘I ,111 II ~a\ MX*U~ III Figure 2e that, at high loads, SZPL 
15 nior~ fair thau OPT-WAIT. Note, however, that this is 
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really a “virtual fairness” since it arises out of SPPL, due to 
its non-real-time nature, missing a large fraction of the Pub- 
lic transactions, rather than out of meeting the deadlines of 
more Secret transactions. 

In summary, for the workload and system configuration 
considered in this experiment, OPT-WAIT provides the low- 
est miss percentage, both on an overall basis and on a per- 
level basis, and the best overall fairness. 

6.3 Experiment 2: Pure Data Contention 

The goal of our next experiment was to isolate the influence 
of data contention on the performance of the concurrency 
control protocols. For this experiment, therefore, the re- 
sources were made “infinite”, that is, there is no queueing 
for these resources [l]. The remaining parameter values are 
the same as those used in the baseline experiment. The per- 
formance results for this system configuration are presented 
in Figures 3a through 3c. We observe in these figures that 
the differences in the relative performance of the various pro- 
tocols increases as compared to those seen in the previous 
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(~sl)(*l.iul(~ut,. Thcl overall (Figure 3a) as well as the per-level 
( I.‘I~II~(’ 31)~ miss pc’rceut+cs of OPT-WAIT are consider- 
,IIII\ I,c,t.r.csr r1l;l.u t,llosc9 of 2PL-HP. Here, OPT-WAIT does 
III’I I (‘1’ I IMII ‘LPL-HP for two reasons: First, the basic wasted 
II’~I ,ll’ts 1)1.ol)l(~m of ‘LPL-HP occurs here too and is magni- 
00~1 IIII(, IO t II(, Iligh(*r Ic~ol of data contention. Second, the 
II~III~III~ (.olupouout, of 2PL-HP reduces the number of trans- 
,I( I IOIL> t Ililt arc’ makmg progress m their execution. This 
l)I11~.1<111~ ~~\lih(ls rul iu(.r(ta.<<l iu the average number of trans- 
<I( I ~ouh m t,llcn s,yst,em, thus generating more conflicts and 
,I grc’at,er uumber of restarts. With OPT-WAIT, however, 
1.1 ilu~a(‘t,Louh dr(b uever blocked for data access. 

.\lovmg ou to t,hr performance of OPT-SACRIFICE, we 
ol~s(~~~v(~ t,hat it,s performance becomes even closer to that of 
OPT-M’.\IT ah compared to the previous experiment. The 
rt’;~lll for rhih 15 that t,he wast,ed utilization arising out of its 
\\ (I~I (~1 ~~(.rlh(:(:b problem has uo impact here since resource 
c i~llll~111 ,011 IS IllIt ill, 15511,‘. 

1. III‘III\ 111 I.‘I~IIIX~ 3,. \~hi(:ll profiles the fairness factors 
(11 t III, I)rofo(.uls. OPT-WAIT and OPT-SACRIFICE are al- 
1110.1 IIII.;III\, t’;lil, O\YY Itrost of t.hr loa.ding range since they 
11115~ \‘ti’~ 1. I(,w tl(*,~tlhut:s overa Il. In contrast, ZPL-HP and 
>_‘I ‘I. rll (8 ulltlc.c~;ll)ly uufa.ir with increasing loading levels. 

6.4 Experiment 3: Increased Security Levels 

.A t,\\o-st:~lirit,y-level system was modeled in the previous 
f~xpcrmlents. III our next experiment, we investigated the 
~~~~rform~~uc(~ behavior for a five-security-level system, where 
t,ll(s I~vels a.r(’ TopSewet, Secret, Confidential, Classified and 
Prrblrr~ Thcs rf\maining parameter values are the same as 
I INI~V used in Experiment 1. The results for this experiment 
OIO &O\VII in Figure5 4a through 4e (for graph clarity, the 
r(‘hulrs tc)r oulv 2PL-HP and OPT-WAIT are presented). 

III Flgurc, la, we see that there is a greater difference 
Ilctr UYY~ t,hc> performance of the secure algorithms and their 
L)ll<ECT c.ounterparts at normal loads, as compared to the 
c~clulvnl(~nt t,wo-level experiment (Experiment 1). This is be- 
( (1 I~VX III (1 hvc~-l(~vc~l svst,em, priority is much more level-based 
I II,III ~I(~~tlllllr~-I)as~!d, shereby denying Earliest Deadline its 
rll)lllt,v t.o complet,e most transactions in a feasible set under 
11orma1 loa.ds. Under heavy loads, however, the smaller sizes 
of’ tllcs rrallsactiou sets in each level results in Earliest Dead- 
IIIIV ~~~~~~II~~IIIII~~ wall for the low security transactions. (This 
I’I,.II III<’ II!’ Earlic~st Deatlliuc: was used in the Adaptive Ear- 
II(,\I I )(~,I[IIIIIo ~(h(~(luliug algorithm described in [lo] where 
I I‘i~tl>il(‘t,lou~ are split, up into prioritized groups with the size 
III’ rllcs lliKllc>st I)rior.it,v group set, equal to an estimate of the 
II~,ISIIIIIIIU IIIIIII~~(‘I. of bransac.ticms that, could be successfully 
( oltll)l(~r.(~(l In Earhest Deadline.) 

III Figur~h II) im(l 4~. WC’ plot the miss percentage on a 
I~~~~‘-~,~(‘~~rir~-l(~~~~~l basis for OPT-WAIT and 2PL-HP, respec- 
t l\.~‘l\.. I‘IIvs(~ gr;ll)hs clearly show the extent to which the 
111~>5 1~‘” (‘IIT.ages arc’ skewed among the various transaction 
h(‘(.luit,v lrvels, with Top Secret transactions having the most 
I~IIIIIINY of missed deadlines and Public transactions having 
tll(, Icbast,. The graphs also show that OPT-WAIT’s perfor- 
~n;luc~ is ht:t,t.er than that of 2PL-HP for every transaction 
.*c,cGt.v Icvel. 

III Fig:llrc:s 3d aucl 4e, the fairness factors for the top four 
hcsc.urlt!. kvels (Top Secret. Secret, Confidential and Classi- 
hc~l) itrt’ plot,t,ed on a per-security-level basis for OPT-WAIT 
r~~~tl 2PL-HP. rc~spcct,ively. These figures clearly show that 
(~5 1.1~3 loatliug factor increases, progressively more and more 
h(n(.llritv classes become discriminated against by the lowest 
>(Y OI It \’ (,lash (Public). We also find that, OPT-WAIT’s per- 

formance is more fair than that of 2PL-HP for every trans- 
action security level. 

In summary, just as in the two-security-level experiment, 
we find that OPT-WAIT provides the lowest miss percent- 
age, both on an overall basis and on a per-level basis, and the 
maximum fairness (this observation regarding OPT-WAIT 
is true also with regard to the OPT-SACRIFICE and SZPL 
protocols whose results were not presented here). 

6.5 Experiment 4: Dual Approach 

As mentioned earlier, we have experimented with a dual ap- 
proach to secure real-time concurrency control where inter- 
level conflicts are handled by one protocol while intra-level 
conflicts are handled by a different protocol. In Figures 5a 
through 5c we show the performance of three dual systems 
for the same environment as that of Experiment 1. The com- 
binations (in inter/intra order) are 2PL-HP/OPT-WAIT, 
OPT-WAIT/2PL-HP, and S2PL/OPT-WAIT, which we will 
refer to as HP-WAIT, WAIT-HP, and SSPL-WAIT, respec- 
tively. For the sake of comparison, the performance of a 
pure OPT-WAIT protocol is also shown in these graphs. 

Focusing our attention on the WAIT-HP and HP-WAIT 
dual protocols, we first observe in Figure 5a, which com- 
pares the overall miss percentages of the protocols, that the 
performance of both these approaches is considerably worse 
than that of the pure OPT-WAIT protocol. The reason that 
OPT-WAIT remains the best among them is that 2PL-HP 
is a wasteful algorithm, as seen in the previous experiments, 
and therefore “dilutes” the effect of OPT-WAIT in both the 
dual protocols. 

We also observe in Figure 5a that that the performance 
of WAIT-HP is worse than that of HP-WAIT throughout 
the loading range. The reason for this is that, in the secure 
system, the number of intra-level conflicts are significantly 
more than the number of inter-level conflicts. Therefore, the 
algorithm which is used to handle intra-class conflicts has 
more effect on the overall miss percentage than the protocol 
used to handle inter-class conflicts. In WAIT-HP, it is 2PL- 
HP which handles intra-class conflicts and this results in 
worse performance than that of HP-WAIT, which uses OPT- 
WAIT to handle this category of conflicts. 

The miss percentages of the protocols on a per-security- 
level basis is provided in Figure 5b and the fairness fac- 
tors are shown in Figure 5c. An interesting feature in these 
graphs is that at high loads, the fairness of WAIT-HP is 
greater than that of OPT-WAIT - this is the first time in 
all the experiments discussed so far that a real-time pro- 
tocol has improved on OPT-WAIT’s fairness performance. 
The reason that this happens is the following: In WAIT-HP, 
due to 2PL-HP being used for intra-class conflicts, many of 
the Public transactions are so busy “fighting” each other 
that they don’t ever reach the end of their execution, which 
is when the OPT-WAIT policy of checking for inter-class 
conflicts comes into play. Therefore, Secret transactions suf- 
fer much less restarts from the Public transactions. This is 
clearly seen in Figure 5b where the miss percentage of the 
Public transactions for WAIT-HP is quite high as compared 
to the corresponding numbers for the other protocols. 

Moving on to the SZPL-WAIT dual protocol, we find 
that, unlike the other two dual protocols, it performs bet- 
ter than OPT-WAIT, especially at lower loading levels. For 
example, at an arrival rate of 40 transactions per second, 
SPPL-WAIT more than halves the miss percentage suffered 
by OPT-WAIT (Figure 5a). The reason that this combina- 
tion works well is that Secure 2PL handles inter-class con- 
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I I I ‘- \\ .\ 11 Tlnh m,!iLnh t,hat, Secret transactions suffer much 
I(M m t,his environment (as confirmed in Figures 5b and 5~). 
.\I tlu’ UI~M’ tlnl(‘. losing OPT-WAIT for handling intra- 
~.lil+ c.cmfilc.t,s helps to derive the inherent good real-time 
1)(*1 Il)t.lllilll(.(’ assoc~i;lt.trd with this protocol. At high loads, 
Sjl’L-\Z;\IT l)erforms almost identically to OPT-WAIT be- 
c’i~llsf’. III t,hls region, the primary reason for transactions 
1111,~~;: I II(*II ~IMIIIIIC~ ih rcsourcc contention, rather than 
rl;tl;t (.olitout~ioil t,herc:fore. the virtual commit feature of 
S?l’L rarcblv provl(les the iutended benefits. 

111 summary. this experiment shows that by carefully 
( II~NNU~ I 11~1 right coml)ination of protocols in the dual ap- 
~~rotcl~. we can design hybrid concurrency control algorithms 
I II;II pt’ovith~ evtw bet,ter miss percent and fairness perfor- 
~lli~ll~o th;ln OPT-W.4IT. This highlights the power and flex- 
IIIIIII \’ I Ililt is provided by the dual approach. In fact, it may 
IN* ~)IMII)ICJ 1.0 develop hybrid algorithms that perform even 
I)OI IN r.llan S2PL-WAIT by appropriately choosing the con- 
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7 Other Experiments 

We conducted several other experiments to explore various 
regions of the workload space. In particular, we evaluated 
the sensitivity of the results to the database size, number 
of security levels, deadline slack factor, etc. In many se- 
cure systems, the Bell-LaPadula model of ‘<read below, write 
above” is further restricted to allow only “read below”, that 
is, blind writes by low security transactions to high security 
data are disallowed. We conducted experiments to evaluate 
the performance behavior of the concurrency control proto- 
cols under this model also. 

The complete details and results of the above experi- 
ments are available in [7]. Our general observation was that 
the relative performance behaviors of the protocols in these 
other experiments remained qualitatively similar to those 
seen in the experiments described here. That is, OPT-WAIT 
performed the best among the individual protocols, while 
S2PL-WAIT provided the best overall performance with re- 
spect to both the individual protocols and the dual combi- 
nation protocols. 
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8 Conclusions 

III t.hi> liaper~ we have quantitatively investigated the per- 
1111 iilriii( (’ ~iiil)lic~al~ions of maimaining covert-channel-free se- 
~111 II\’ iii H tirm-cleathim real-time database system. Un- 
lik(, l)r(~\~io~ic sti~tlies. which used a tmdeo# approach be- 
I w(~ii .LI(Y urit,y and timeliness, we have considered security 
,I.\ ,iii “illI-or-tlot,liitIg” ISSW, that, is, as a correctness cri- 
I I’1 1011 III (‘0111~,it1’15011. the number of missed deadlines is 
a p”r:formart.ce issue. Therefore, our study investigates the 
~~IOIJI~~III 01’ how to I~IIU~IIZ~ the number of missed transac- 
rioil (I(*a(lliucs n,rthont c:ompromising security. To the best 
111 ti11 I;II(I\v~(Y~~:(~. tllis 15 thr first det,ailed study of real-time 
(I>II al~lsc sc~c~iir.it,,v iii the firm-deadline context,. 

\\(’ tirst i(lcnt,ified t,hat,, in order to satisfy the require- 
III(*III cat tloll-lllt,erfi:rc:1ICe, only those real-time concurrency 
c.cltitrol luot,orols t,ha.t, are free from priority inversion can be 
ust~l III ii secure RTDBS. This requirement ruled out several 
l)revioiislv luolmsed real-time CC protocols, including algo- 
1’11 huh such as 2PL Wait Promote [3] and WAIT-50 IS]. 

T’~I(~II. iising a tIetailed simulation model of a firm- 
~l(~tll~nc~ I<‘I‘DBS, WC studied the relative performance of the 
‘I’, III’,’ ~(‘rbioiis of t,he 2PL-HP, OPT-SACRIFICE and OPT- 
\I.XIT real-time concurrency control algorithms; a non-real- 
I iltl(’ h(~.iire algorithm, S2PL, was also included in the eval- 
imt.ioti smt.e. The performance of these algorithms was also 
(~v;iliiat~cd for ii baseline system where only direct unautho- 
lizcstl access. but not, covert channels, is prevented. 

Our experiments showed that, under normal loads, the 
(,v(~rall miss percent, of the secure system is worse than that 
01’ I In’ c1irc:c.t. system, whereas under heavy loads, it is the 
ot,her wav around. Within the secure system, the perfor- 
imiucc~ of high-security transactions was significantly worse 
ttian that of the low-security transactions. Among the se- 
VIII’,’ ~~oii(~iirreuc~~ control prot,ocols, OPT-W.4IT performed 
IIC,.~I in ininimiziug t,lic miss percentages on both an over- 
all Ims~s and on a per-level basis. Moreover, it exhibited 
I ]I(’ iiiaximiim tlegrce of fairness. These results show that 
()PT-\\:.\IT. wliich provided excellent performance in tra- 
(111 I( )i1,11 i ~~II~V(.IIIY~J real-t,ituc (‘oucurreucy control, continues 
1 o l)(~rt’orm well eveu m t,he secure real-time domain. 

P~uallv. we proposed a novel dual approach to secure 
~~~ncurrcuc,v control wherein different concurrency control 
algorit IIIIIS are used t,o resolve inter-level conflicts and intra- 
Icvcl conflict,s. A global serialization order was ensured, in 
<l)it,r of having multiple CC algorithms operating simulta- 
urousl,y, Iy using the system architecture proposed in [21]. 
‘I’Ii(a tlu;rl c~onil~itiatious of HP-WAIT and WAIT-HP were 
~~~~~,I(~I~I(~III.(~(~ aml evaluated - t,hey both generally performed 
N)I’~( I liar lmrc OPT-W*.4IT. However, the dual combina- 
t iou ot SZPL-W.4IT performed better than OPT-WAIT, es- 
l)(~ fall! at lower miss percent, levels. This is because SZPL 
15 a nou-restart-oriented algorithm unlike both OPT-WAIT 
,III~I 2I’L-HP. and therefore ensures reduction of the harm 
tl011c~ t,o high-securit,y transactions. 

Ailother advantage of the dual approach, not exploited 
II(w. is t,hat. t.he separation of security and timeliness con- 
( c’i’iih mak(~h it possible to use even non-secure real-time 
CC‘ nlgorit,hms (e.g., Wait-Promote, WAIT-50) for resolving 
iut ~;~-I(~\~(~1 contlict,s! The dual approach therefore empowers 
tlic* ww. rwm in the secure R,TDBS domain, of the rich set of 
I~,~II-I 1111~ Cc’ rilgoritlitns tlcvelopetl during the last decade. 
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