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ABSTRACT

A popular approach to hosting Keyword Search Systems
(KWS) on relational DBMS platforms is to employ the
Candidate Network framework. The quality of a Candidate
Network-based search is critically dependent on the scoring
function used to rank the relevant answers. In this paper,
we first demonstrate, through a detailed empirical study,
that the Labrador scoring function provides the best user
relevance among contemporary Candidate Network scoring
functions.

Efficiently incorporating the Labrador function, however,
is rendered difficult due to its Result Set Dependent (RSD)
characteristic, wherein the distribution of keywords in the
query results influences the ranking. In this paper, we in-
vestigate addressing the RSD challenge through inclusion of
custom operators within the database engine. Specifically, we
propose and evaluate an operator called Root Rank, which
performs result ranking in the root of the query execution
plan.

The Root Rank operator has been implemented on a Post-
greSQL codebase, and its performance profiled over real-world
data sets, including DBLP and Wikipedia. Our experimental
observations indicate that the Root Rank operator is highly
successful in delivering processing times that are comparable
to, or better than, those of non-RSD implementations. We
expect these results to aid in the organic hosting of KWS
functionality on database systems.
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1 INTRODUCTION

Keyword search on RDBMS has been an active area of re-
search for over a decade, due to the critical need of querying
over relational systems through the World Wide Web[1].
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SELECT ∗
FROM Proceeding AS p , Inproceed ing AS i
WHERE p . t i t l e i l i k e ’%data%’ AND
i . t i t l e i l i k e ’%mining%’
AND p . proceed ing id=i . p roceed ing id

Figure 1: CNEQ for 𝐶𝑁1

Many KWS [2–10] are built by using the popular framework
of Candidate Networks (CNs). A CN refers to a joined net-
work of relations, whose result set provides an idiosyncratic
set of answers to the user’s keyword query. Each row of
the CN result set is formed by connecting various tuples of
different relations, and hence constitutes a tuple tree.

To make the concept of CN more concrete, consider the
keyword query Data Mining applied on the DBLP dataset [5],
resulting in the following CN, which is denoted as 𝐶𝑁1:

Proceeding.titleData × InProceeding.titleMining

Here, Data keyword is mapped to the attribute Proceed-
ing.title(p.title) and Mining keyword is mapped to the
attribute InProceeding.title(i.title).

The straightforward implementation technique to provide
top-K tuple trees for the user keyword query involves: (1)
Executing each qualifying CN through SQL query denoted
as CN Execution Query (CNEQ), which is represented in
Figure 1. (2) Each tuple tree of the CN result set is scored
through specified scoring function. (3) Merging and ordering
the tuple trees of all CNs based on their individual scores.

1.1 Result Relevance

In the above process, key aspects of the scoring function
are the (a) quality with regard to result relevance, and (b)
efficiency with regard to implementation. With regard to both
these aspects, we address a scoring function presented in the
literature, which is denoted as Labrador Scoring Function
(LSF) [2]. We show in this paper that, the LSF is empirically
superior in its result quality as compared to the several
scoring functions proposed earlier in the literature (e.g. [4–
6, 8]). Specifically, we demonstrate this desirable behavior
on the popular Coffman-Weaver benchmark [11].

The enhanced quality of the LSF can be attributed to
its unique result set dependent (RSD) feature, wherein the
distribution of keywords in the query results is a primary
factor in the ranking. To make this RSD feature concrete,
consider 𝐶𝑁1:

The LSF for ranking the result set tuple trees of 𝐶𝑁1, is
the Cosine Similarity-based formulation given in Equation 1
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Figure 2: Root Rank in CNEQ Plan Tree (𝐶𝑁1)

– a complete description of LSF is given in Appendix A. Here,

𝑠𝑐𝑜𝑟𝑒(𝑇 ) assigns LSF score to the tuple tree 𝑇 ,
−−−→
𝑝.𝑡𝑖𝑡𝑙𝑒 and−−−→

𝑖.𝑡𝑖𝑡𝑙𝑒 denote the vectors which contain only those terms that
∈ keyword query, and 𝑛 is a suitable constant.

𝑠𝑐𝑜𝑟𝑒(𝑇 ) = 𝑛 * cos(𝑝.𝑡𝑖𝑡𝑙𝑒,
−−−→
𝑝.𝑡𝑖𝑡𝑙𝑒) + cos(𝑖.𝑡𝑖𝑡𝑙𝑒,

−−−→
𝑖.𝑡𝑖𝑡𝑙𝑒)

2
(1)

The Cosine Similarity function requires calculation of
weights for all the terms present in the value of the attribute
mapped to answer the keyword query. The weight calculation
is shown in Equation 2 – here, 𝑤𝑟 is the weight of the term 𝑟
which belongs to the given attribute value, 𝑓𝑟 is its frequency
in the given attribute of the result set, and |𝑟𝑒𝑠𝑢𝑙𝑡 𝑠𝑒𝑡| is the
cardinality of the CN result set.

𝑤𝑟 = 𝑙𝑜𝑔(1 +
|𝑟𝑒𝑠𝑢𝑙𝑡 𝑠𝑒𝑡|

𝑓𝑟
) (2)

1.2 Computational Efficiency Challenge

The enhanced quality of LSF, however, comes with a catch –
the challenge of providing an efficient implementation. LSF
requires the creation of an inverted index on-the-fly for storing
and accessing term frequencies during the result ranking
process of each CN, whereas the implementation techniques
for the non-RSD scoring functions [4, 5] do not have this
constraint. The original Labrador implementation assumed
a wholly in-memory inverted index platform; however, this
fails to scale to the Big Data environments that are becoming
commonplace.

To address this RSD efficiency challenge, we have designed,
implemented and evaluated an approach; wherein, the data-
base engine is augmented with a custom operator that per-
forms result ranking in the query execution plan of CNEQ.
Specifically, a new first-class query operator called Root
Rank is introduced to implement the LSF. This operator
performs ranking of the CN result set at the root of the
CNEQ plan tree, because at this position, complete result
can be generated for implementing LSF. Figure 2, illustrates
the CNEQ plan tree which utilizes the Root Rank operator

for implementing LSF. Here, the CNEQ plan tree for 𝐶𝑁1 is
considered for illustration. The Root Rank operator builds a
simple hybrid memory-cum-disk resident hash index, wherein
each memory bucket of the hash index is tailed with a hash
file on disk. The terms and their frequencies are stored in
these hash buckets or hash files. The Root Rank operator is
expected to provided better performance than contemporary
techniques [4, 5], due to speeding up access to the inverted
index by utilizing the available memory.

The Root Rank operator has been implemented on the
PostgreSQL platform, and a detailed performance evaluation
has been carried out on the DBLP and Wikipedia datasets.
The results are compared using the implementation tech-
niques recommended for the standard non-RSD scoring func-
tions [4, 5] as the efficiency yardstick. Our results indicate
that the Root Rank operator is highly efficient, delivering
processing times that are comparable to, or better than, those
of non-RSD implementations. We expect these results to aid
in the efficient hosting of KWS functionality on database
systems.

1.3 Organization

The remainder of the paper is organized as follows: Section 2
describes the related work in the KWS domain. The analysis
of scoring function quality is carried out in Section 3. The
Root Rank operator is described in Section 4, followed by a
detailed empirical evaluation in Section 5, using conventional
scoring functions as the yardstick. Finally, we summarize our
conclusions in Section 6, and outline future research avenues.

2 RELATED WORK

The first Information Retrieval (IR) oriented scoring func-
tion designed for CN result ranking was Efficient [4]. Re-
sult pipeline-based implementation techniques, called Single
Pipeline and Global Pipe-line, which facilitated the evalua-
tion of the Efficient scoring function were proposed for single
CN and multiple CNs, respectively.

An improved extension of Efficient, called Spark, was pro-
posed in [5], and Block Pipeline technique was presented for
its implementation, which achieves the dual goal of providing
top-K result set for both individual and group CNs.

All the above three techniques: Single Pipeline, Global
Pipeline and Block Pipeline, are implemented through im-
perative programing, and utilize a disk-based inverted index
to store and access the scoring function parameter values.
Since the RSD property is not found in the scoring functions
of either Efficient or Spark, they do not require on-the-fly
index creation on the result set.

The Effective scoring function, which is also non-RSD, was
proposed in [6], and focuses solely on the result quality – it
exhibited better performance than Efficient with regard to
providing user relevant results. The Effective scoring function
was implemented through straightforward implementation
technique.

The number of qualifying CNs for a keyword query can
be extremely large, especially when the query contains more
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number of query terms or the underlying schema of the
dataset is complex. In such scenarios, two different schemes
are used in the literature to limit the number of generated
CNs. In the first scheme [7, 9], CNs themselves are ranked
based on their potential to produce relevant answers, and
top-ranked CNs are selected for subsequent result produc-
tion. Whereas, in the second scheme [10], the number of
joins involved in the qualifying CNs is controlled through a
threshold. However, in this work, the issues related to CN
result ranking are addressed, and therefore the mechanisms
presented in [7], [9] and [10] are not evaluated in this work.

In [8], an improvement over Block Pipeline, called the LP
technique, was presented, whose goal was to increase the exe-
cution efficiency of result production. The major performance
issue in the: Single, Global and Block pipeline techniques
was that, given a set of tuples that can potentially form a
tuple tree, their join condition is checked through launching
parametrized queries, which can become large in some queries
and result in performance bottlenecks [8]. Hence, the LP tech-
nique utilized memory caching to check for join conditions.
However, if the sizes of the CN result sets are large, it might
not resolve the above outlined performance issue [8].

Apart from CNs, another popular framework to implement
KWS is the Data Graph model [12–18]. In Data Graph sys-
tems, the tuple connectivity information is stored as a graph
in the memory. To answer a keyword query, graph traversal
algorithms are designed to obtain the relevant results, and
these results are sorted by using data graph scoring functions.
However, a major drawback of Data Graph framework is
that the graph has to be materialized and stored in the mem-
ory, which can face serious scalability issues against large
datasets [8].

3 SCORING FUNCTION ANALYSIS

In this section, we focus on the scoring function quality, and
demonstrate that the LSF delivers the best overall perfor-
mance.

A unique component of LSF, intended to improve its user
relevance, is its RSD property. To understand the significance
of RSD property, it is important to analyze the structure of
IR scoring functions. Considering the generic IR systems, the
IR scoring functions are used for ranking the retrieved results
from the document repository WRT user query 𝑄. Let 𝐷
indicate this document depository, and 𝑅 = (𝑑1, 𝑑2, ....𝑑𝑛)
denote the set of retrieved documents that form the result
set for 𝑄. The IR scoring functions assign weights to query
terms and, in some cases, other terms located in each result
set document 𝑑𝑖(1 ≤ 𝑖 ≤ 𝑛). Let, 𝑤(𝑡𝑗) be the term weight
of 𝑡𝑗 ∈ 𝑑𝑖. The weight assigned to the term is decided on a
special metric called specificity, and this metric is represented
in Equation 3 – here, 𝑠𝑝𝑒𝑐(𝑡𝑗 , 𝐷) denotes the specificity of
𝑡𝑗 in 𝐷, and 𝑖𝑑𝑓(𝐷, 𝑡𝑗) is the number of documents in 𝐷
in-which 𝑡𝑗 occurs. Larger term weights in a document, will
improve the score of the document.

𝑤(𝑡𝑗) ∝ 𝑠𝑝𝑒𝑐(𝑡𝑗 , 𝐷) ∝ 1

𝑖𝑑𝑓(𝐷, 𝑡𝑗)
(3)

Consider a scenario, suppose that 𝑡𝑗 has high specificity in
𝐷. Since 𝑅 ⊆ 𝐷, it can be inferred that 𝑡𝑗 will have similar
specificity, when specificity is calculated by considering only
𝑅. Similar reasoning can be used to analyze the case where
𝑡𝑗 has low specificity. Thus, the specificity of a term in 𝐷 is
generally similar in 𝑅.

The KWS on RDBMS have a different interpretation of
𝐷 and 𝑅 compared to the generic IR systems. This different
interpretation is that, each tuple tree of the CN result set
is considered as a result set document which ∈ 𝑅. Similarly,
each tuple in the base relation is considered as a separate
document which ∈ 𝐷. Thus, all the tuples in base relations
collectively form 𝐷. However, it must be noted that tuple
trees are created by joining tuples from different relations
involved in the CN. So, each tuple of the base relation might
join multiple times with other tuples of different base relations
in forming the result set. Thus, clearly, 𝑅 ̸⊆ 𝐷.

The non-RSD scoring functions [4–6, 8] calculate the speci-
ficity of each required term ∈ 𝑅, by using the base relation
statistics – meaning statistics corresponding to 𝐷. Since,
𝑅 ̸⊆ 𝐷, it might create scenarios where a term 𝑡𝑗 having
a particular specificity (low or high) in the base relation
might demonstrate the opposite specificity (high or low) in
the result set 𝑅. Hence, the non-RSD scoring functions fail
to capture such scenarios. However, the LSF due to its RSD
property can easily account for such scenarios, and deliver
results with high user relevance.

A benchmark framework for evaluating the result effective-
ness WRT user relevance for KWS was proposed in [11]. Here,
the datasets, queries and user relevant results are initially
generated, and a given KWS is subsequently evaluated for
its result quality. The systems that were used in the study
included both CN systems and Data Graph systems, includ-
ing the CN systems presented in [4–6]. The study used three
datasets: IMDB, Mondial and Wikipedia, and each KWS
was subjected to around 50 user queries on the individual
datasets. Two metrics were used for result quality analysis,
Mean Reciprocal Rank (MRR) and Mean Average Precision
(MAP), which are described below.

Consider a keyword query 𝑄. The Reciprocal Rank for
𝑄 is represented in Equation 4. Here, 𝑟𝑎𝑛𝑘𝑄 is the rank of
the first relevant tuple tree of 𝑄 in the retrieved result set,
and 𝑟𝑒𝑐𝑖𝑝𝑟𝑜𝑐𝑎𝑙(𝑄) is the reciprocal rank for 𝑄. The MRR
for a set of queries, denoted by 𝑄 𝑠𝑒𝑡 = (𝑄1, 𝑄2, ....𝑄𝑘), is
represented in Equation 5 – here, 𝑀𝑅𝑅(𝑄 𝑠𝑒𝑡) is the MRR
value for 𝑄 𝑠𝑒𝑡.

𝑟𝑒𝑐𝑖𝑝𝑟𝑜𝑐𝑎𝑙(𝑄) =
1

𝑟𝑎𝑛𝑘𝑄
(4)

𝑀𝑅𝑅(𝑄 𝑠𝑒𝑡) =

∑︀𝑘
𝑖=1 𝑟𝑒𝑐𝑖𝑝𝑟𝑜𝑐𝑎𝑙(𝑄𝑖)

𝑘
(5)

The Precision metric for query 𝑄, denoted by 𝑝𝑟𝑒𝑐(𝑄), is
represented in Equation 6. Here, 𝑅 is the result set obtained
for 𝑄, and 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡(𝑅) indicates the number of tuple trees
present in 𝑅 which are relevant to 𝑄.
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Figure 3: MAP ranking

𝑝𝑟𝑒𝑐(𝑄) =
𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡(𝑅)

|𝑅| (6)

The Average Precision metric for query 𝑄, denoted by
𝐴𝑃 (𝑄), is represented in Equation 7. Here, 𝑃𝑐(𝑏) is the
Precision calculated until cut-off 𝑏 ≤ |𝑅| in the result set list,
and 𝑟𝑒𝑙(𝑏) = 1 if the tuple tree at rank 𝑏 in the result set is
relevant; otherwise, 𝑟𝑒𝑙(𝑏) = 0.

𝐴𝑃 (𝑄) =

∑︀|𝑅|
𝑏=1 𝑟𝑒𝑙(𝑏)× 𝑃𝑐(𝑏)

𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡(𝑅)
(7)

The MAP for 𝑄 𝑠𝑒𝑡, denoted by 𝑀𝐴𝑃 (𝑄 𝑠𝑒𝑡), is repre-
sented in Equation 8.

𝑀𝐴𝑃 (𝑄 𝑠𝑒𝑡) =

∑︀𝑘
𝑖=1 𝐴𝑃 (𝑄𝑖)

𝑘
(8)

The benchmark framework evaluates the quality of entire
KWS, which contain multiple components, and the CNs
generated by various KWS to answer a keyword query might
differ[10]. Since, our goal is to evaluate only the quality of the
various CN scoring functions, instead of the entire KWS, we
performed an empirical study using the benchmark technique
on a single set of CNs for each keyword query. Also, the
LP technique [8] is not separately analyzed here, because
it uses the Efficient scoring function [4]; hence, its result
will be exactly the same as that obtained for Efficient [4].
The different scoring functions were applied on the merged
result set of these CNs to perform the quality analysis. For
this setup, the MAP and MRR performance behavior of the
functions are presented in Figures 3 and 4, respectively. As
evident in these figures, LSF clearly performs better than the
scoring functions proposed earlier in the literature: Spark,
Efficient and Effective, with regard to both metrics.

4 ROOT RANK OPERATOR

We move on in this section to considering internal changes to
the database engine in order to facilitate the computation of
RSD-based scoring functions. We start with the design of the
Root Rank operator. Firstly, due to the RSD characteristic,
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Figure 4: MRR ranking

complete information about the result set is required prior
to computing the LSF. Therefore, the Root Rank operator is
introduced at the root of the CNEQ plan tree. Secondly, the
relational inverted index of SQL-Wrapper is replaced by an
internal data structure that has a memory-based component
for storing term frequencies, backed up by a disk-based com-
ponent which stores the frequencies of those terms that could
not be accommodated within the memory component. This
inverted index is used for both updating and accessing the
term frequencies. Since, the LSF uses string equality opera-
tions to calculate the term frequencies, a hashing technique
is used to build the index. The index construction is delib-
erately kept very simple to ensure that, it is a light-weight
operation within the engine and for evaluation purposes. In
future, more advanced indexes can be considered depending
on the performance requirements.

The logical structure of the index is shown in Figure 5. The
In-Memory hash buckets form the memory component of the
inverted index, while the hash files which are chained to these
In-Memory buckets form the disk component. Each tuple
in the inverted index is composed of 3 fields: term, attribute
and frequency. The field term indicates a particular term
present in the result set, attribute indicates the attribute
of the result set to which the term belongs and frequency
indicates the frequency of the term in the result set. Each
memory bucket stores a single inverted index tuple. If a
collision occurs, the new tuple will be stored in the hash file
attached to the memory bucket. Since each inverted index
tuple requires very little memory, a large number of tuples
can be accommodated in the memory buckets. Also, hashing
is invoked for disk storage, which results in limited number
of disk I/Os to update or access term frequencies.

The execution details of the Root Rank operator are out-
lined in Algorithm 1. Let, 𝑄 and 𝐶 indicate the submitted
keyword query, and one of the CN qualified for answering 𝑄,
respectively. Let, 𝑄 contain 𝑛 keyword query terms. Initially,
the plan tree 𝑝𝑙𝑎𝑛 𝑡𝑟𝑒𝑒(𝐶), for executing the CNEQ corre-
sponding to 𝐶 is generated by the query optimizer through:
𝑐𝑎𝑙𝑙 𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑟(𝐶), and 𝑃𝐿 indicates the root node of the
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𝑝𝑙𝑎𝑛 𝑡𝑟𝑒𝑒. Empty 𝑝𝑙𝑎𝑛 𝑡𝑟𝑒𝑒 node 𝑟𝑛𝑜𝑑𝑒 is created to accom-
modate the Root Rank operator through 𝑐𝑟𝑒𝑎𝑡𝑒 𝑝𝑙𝑎𝑛 𝑛𝑜𝑑𝑒().
The 𝑃𝐿 can be made as either the left child or right child
of 𝑟𝑛𝑜𝑑𝑒; however, just for convenience 𝑃𝐿 is made the left
child of 𝑟𝑛𝑜𝑑𝑒 and the right child of 𝑟𝑛𝑜𝑑𝑒 is set to 𝑁𝑈𝐿𝐿.

Specifically, there are two passes involved in Algorithm
1. The first pass is involved in inverted index construction;
whereas, in the second pass, the actual scoring and rank-
ing of tuple trees is performed. In the first pass, each tu-
ple tree denoted by 𝑇 , is extracted from 𝑟𝑛𝑜𝑑𝑒 through
𝑡𝑢𝑝𝑙𝑒 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑜𝑟(𝑟𝑛𝑜𝑑𝑒.𝑙𝑒𝑓𝑡𝑐ℎ𝑖𝑙𝑑). Let (𝐴1, 𝐴2, ....𝐴𝑛) indicate
the attributes of 𝑇 to which 𝑄 is mapped. Each 𝐴𝑖(1 ≤ 𝑖 ≤ 𝑛)
is tokenized through 𝑠𝑝𝑙𝑖𝑡(𝐴𝑖) to produce the token or term
set {𝑡𝑖𝑗}. Each 𝑡𝑖𝑗 is hash-mapped to a unique in-memory
hash bucket indicated by 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 of the proposed inverted
index through ℎ𝑎𝑠ℎ(𝑡𝑖𝑗). There are basically three mutually
exclusive cases after mapping of 𝑡𝑖𝑗 to 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 . In the first
case, 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 does not contain any stored term, which is
indicated through 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑓𝑖𝑙𝑙 = 0. Hence, 𝑡𝑖𝑗 is stored in
𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 using the variable 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑡𝑒𝑟𝑚. Correspondingly,
the attribute to which 𝑡𝑖𝑗 belongs, and its initial frequency
is stored in 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 and 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦, re-
spectively. To indicate that 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 already contains a term,
the variable setting 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑓𝑖𝑙𝑙 = 1 is used. In the sec-
ond case, the 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 already stores the same term 𝑡𝑖𝑗 ,
which is identified through the conditions: 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑓𝑖𝑙𝑙 = 1,
𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 = 𝐴𝑖𝑗 and 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑡𝑒𝑟𝑚 = 𝑡𝑖𝑗 . Hence, the
frequency of 𝑡𝑖𝑗 is updated through 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 ++.
In the final case, the 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 contains another term than
𝑡𝑖𝑗 . In this case, 𝑡𝑖𝑗 is stored in the hash file appended to
𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 indicated by 𝑓𝑖𝑙𝑒𝑖𝑗 by opening the required hash file
through 𝑜𝑝𝑒𝑛(𝑓𝑖𝑙𝑒𝑖𝑗), and updating the term frequency of 𝑡𝑖𝑗
through 𝑢𝑝𝑑𝑎𝑡𝑒(𝑓𝑖𝑙𝑒𝑖𝑗 , 𝑡𝑖𝑗 , 𝐴𝑖). Clearly, these three handling
cases of 𝑡𝑖𝑗 will ensure that the term frequencies for each 𝑡𝑖𝑗
will be updated correctly in the inverted index. Finally, 𝑇

is stored in the disk using 𝑠𝑡𝑜𝑟𝑒(𝑑𝑖𝑠𝑘, 𝑇 ) for retrieving and
using it in the second pass.

In the second pass, the disk-stored tuple trees during
the first pass are retrieved one-by-one through the func-
tion: 𝑒𝑥𝑡𝑟𝑎𝑐𝑡 𝑡𝑢𝑝𝑙𝑒 𝑡𝑟𝑒𝑒(𝑑𝑖𝑠𝑘). Each extracted tuple tree in-
dicated by 𝑇 is again subjected to tokenization on the same
attributes used in first pass, which results in the produc-
tion of token/term set. Each 𝑡𝑖𝑗 is subjected to hash bucket
mapping inside the proposed inverted index as outlined in
the first pass. For each 𝑡𝑖𝑗 , there are two mutually exclu-
sive cases to identify its term frequencies. In the first case,
𝑡𝑖𝑗 is found inside 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 identified through conditions:
𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 = 𝐴𝑖𝑗 and 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑡𝑒𝑟𝑚 = 𝑡𝑖𝑗 . Here, the
frequency of 𝑡𝑖𝑗 indicated by 𝑡𝑖𝑗 .𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 is assigned with
the value 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦. In the second case, 𝑡𝑖𝑗 is lo-
cated inside 𝑓𝑖𝑙𝑒𝑖𝑗 . Here, 𝑡𝑖𝑗 .𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 is calculated through
the disk access function 𝑠𝑒𝑒𝑘(𝑓𝑖𝑙𝑒𝑖𝑗 , 𝑡𝑖𝑗 , 𝐴𝑖). It is clear that,
these two handling cases of 𝑡𝑖𝑗 will ensure that, the term
frequencies for each 𝑡𝑖𝑗 is retrieved correctly from the inverted
index. Finally, after calculating all the term frequencies for the
terms ∈ 𝑇 , the LSF is applied on 𝑇 through 𝐿𝑆𝐹 𝑠𝑐𝑜𝑟𝑒(𝑇 ),
and final top-K tuples trees are computed by sorting the tuple
trees based on their LSF scores through 𝐿𝑆𝐹 𝑠𝑜𝑟𝑡({𝑇}).

The correctness of Algorithm 1 is proved in Theorem 4.1.

Theorem 4.1. (Algorithm Correctness)
For a given CN 𝐶, the Root Rank operator produces the

exact top-K tuple trees corresponding to LSF scored result set
of 𝐶.

Proof. Suppose the exact top-K tuples tree list for 𝐶
be indicated as 𝐿𝐶 = (𝑇1, 𝑇2, ...𝑇𝑘). The Algorithm 1 can-
not produce 𝐿𝐶 under exactly two scenarios. In the first
scenario, some of the tuple trees in 𝐿𝐶 are not considered
for scoring. However, this scenario is not plausible because
𝑡𝑢𝑝𝑙𝑒 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑜𝑟(𝑟𝑛𝑜𝑑𝑒.𝑙𝑒𝑓𝑡𝑐ℎ𝑖𝑙𝑑) ensures that, every tuple
tree for 𝐶 is considered for the scoring process. In the second
scenario, some of the term frequencies might not be correctly
calculated. However, again this scenario is not plausible be-
cause the three handling cases for 𝑡𝑖𝑗 in the first pass of
Algorithm 1 ensures that, every term belonging to result set
of 𝐶 is correctly updated along with its frequency in the
inverted index. Similarly, the two handling cases for 𝑡𝑖𝑗 in
second pass ensure that, the exact term frequency is retrieved.
Thus immediately proving the Theorem.

�

5 EXPERIMENTAL EVALUATION

For simplicity, the Root Rank operator is introduced by
overloading the ilike operator, without making any addition to
the SQL language, inside PostgreSQL (9.1.2). The presence of
an 𝑖𝑙𝑖𝑘𝑒 operator inside the SQL query, signals the optimizer
to utilize the Root Rank operator to create the plan tree. The
𝑖𝑙𝑖𝑘𝑒 operator overloading is optional, which can be disabled
through configuration parameters.
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Algorithm 1 Root Rank Operator Execution Algorithm

/*Plan Tree Modification/*
𝑝𝑙𝑎𝑛 𝑡𝑟𝑒𝑒(𝐶) = 𝑐𝑎𝑙𝑙 𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑟(𝐶)
𝑟𝑛𝑜𝑑𝑒 = 𝑐𝑟𝑒𝑎𝑡𝑒 𝑝𝑙𝑎𝑛 𝑛𝑜𝑑𝑒()
𝑟𝑛𝑜𝑑𝑒.𝑙𝑒𝑓𝑡𝑐ℎ𝑖𝑙𝑑 = 𝑃𝐿
𝑟𝑛𝑜𝑑𝑒.𝑟𝑖𝑔ℎ𝑡𝑐ℎ𝑖𝑙𝑑 = 𝑁𝑈𝐿𝐿
/*First Pass/*
while 𝑡𝑢𝑝𝑙𝑒 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑜𝑟(𝑟𝑛𝑜𝑑𝑒.𝑙𝑒𝑓𝑡𝑐ℎ𝑖𝑙𝑑)! do

𝑇 = 𝑡𝑢𝑝𝑙𝑒 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑜𝑟(𝑟𝑛𝑜𝑑𝑒.𝑙𝑒𝑓𝑡𝑐ℎ𝑖𝑙𝑑)
for 𝑖 = 1 → 𝑛 do.

𝑠𝑝𝑙𝑖𝑡(𝐴𝑖).
for each 𝑡𝑖𝑗 ∈ 𝐴𝑖 do.

𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 = ℎ𝑎𝑠ℎ(𝑡𝑖𝑗)
if 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑓𝑖𝑙𝑙 = 0 then

𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑡𝑒𝑟𝑚 = 𝑡𝑖𝑗
𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 = 1
𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 = 𝐴𝑖

𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑓𝑖𝑙𝑙 = 1
else if 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑓𝑖𝑙𝑙 = 1 AND 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑡𝑒𝑟𝑚 =

𝑡𝑖𝑗 AND 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 = 𝐴𝑖 then
𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 ++

else
𝑜𝑝𝑒𝑛(𝑓𝑖𝑙𝑒𝑖𝑗)
𝑢𝑝𝑑𝑎𝑡𝑒(𝑓𝑖𝑙𝑒𝑖𝑗 , 𝑡𝑖𝑗 , 𝐴𝑖)

end if
end for

end for
𝑠𝑡𝑜𝑟𝑒(𝑑𝑖𝑠𝑘, 𝑇 )

end while
/*Second Pass/*
while 𝑒𝑥𝑡𝑟𝑎𝑐𝑡 𝑡𝑢𝑝𝑙𝑒 𝑡𝑟𝑒𝑒(𝑑𝑖𝑠𝑘)! do

𝑇 = 𝑒𝑥𝑡𝑟𝑎𝑐𝑡 𝑡𝑢𝑝𝑙𝑒 𝑡𝑟𝑒𝑒(𝑑𝑖𝑠𝑘)
for 𝑖 = 1 → 𝑛 do.

𝑠𝑝𝑙𝑖𝑡(𝐴𝑖).
for each 𝑡𝑖𝑗 ∈ 𝐴𝑖 do.

𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 = ℎ𝑎𝑠ℎ(𝑡𝑖𝑗)
if 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑡𝑒𝑟𝑚 = 𝑡𝑖𝑗 AND

𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 = 𝐴𝑖 then
𝑡𝑖𝑗 .𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 = 𝑏𝑢𝑐𝑘𝑒𝑡𝑖𝑗 .𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦

else
𝑜𝑝𝑒𝑛(𝑓𝑖𝑙𝑒𝑖𝑗)
𝑡𝑖𝑗 .𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 = 𝑠𝑒𝑒𝑘(𝑓𝑖𝑙𝑒𝑖𝑗 , 𝑡𝑖𝑗 , 𝐴𝑖)

end if
end for

end for
𝐿𝑆𝐹 𝑠𝑐𝑜𝑟𝑒(𝑇 )

end while
𝐿𝑆𝐹 𝑠𝑜𝑟𝑡({𝑇}).

Figure 6, shows an example of a SQL query which utilizes
the Root Rank operator to obtain the top-K results of the
CN:

Proceeding.titledata × Inproceeding.titlemining×
Publisher.namespringer(DBLP).

SELECT ∗
FROM Proceeding AS p , Inproceed ing AS i ,
Pub l i she r AS l WHERE p . t i t l e i l i k e
’%data%’ AND i . t i t l e i l i k e ’%mining%’
AND l . name i l i k e ’%sp r i ng e r%’
AND p . proceed ing id=i . p roceed ing id
AND l . p ub l i s h e r i d=i . pub l i s h e r i d
LIMIT 10 ;

Figure 6: Top-K SQL query for Keyword Search

All the four techniques discussed in our study – that is,
the Single Pipeline [4], Global Pipeline [4], Block Pipeline [5]
techniques from the literature, and the Root Rank operator
proposed here – were implemented and subjected to a detailed
performance evaluation. Specifically, the Effective [6] scoring
function was implemented through straightforward implemen-
tation technique. The Single Pipeline, Global Pipeline and
Block Pipeline techniques were also implemented through
the imperative programing construction described in [4, 5].

Due to our focus on addressing execution efficiency, the
DBLP [5] and Wikipedia [11] datasets were used in our
experiments; specifically, they produce CNs with large result
sets, when compared to the other datasets used in this work
– IMDB and Mondial. Due to space limitations, the details
regarding DBLP and Wikipedia datasets are not outlined,
and the complete details of these datasets are outlined in [5]
and [11] respectively. Since benchmark keyword queries for
performance evaluation do not readily exist for these datasets,
we constructed queries from three sources:

(1) Queries used for identifying experts in [19]. This pro-
cedure involves finding the experts in different fields
by using the DBLP dataset. The field names on which
the expert finding algorithm was executed were used
as keyword queries in this experiment.

(2) Queries which were used in other KWS [14].
(3) Queries which were used for result quality evaluation

in the benchmark of [11].

5.1 Single CN Scenario

Our experimental analysis begins with a simple case in which
keyword queries with only 2 terms are analyzed. Subsequently,
complex cases involving a large number of terms are consid-
ered. For every keyword query, only a single CN which has
a large result cardinality is selected. These CNs involve a
single join of two relations. The execution performance of
the various implementation techniques for different CNs is
illustrated in Figures 7 and 8, where the different CNs are
indicated through numbers. The top-100 CN tuple trees were
retrieved from each technique.

In the performance figures, it is clear that the Root Rank
operator performs the best among all techniques. The Single
Pipeline and Block Pipeline techniques also exhibit good
performance; however, they do not scale to the performance
level of Root Rank, because, as described in Section 2, both
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Figure 8: CN Execution(Wiki)

these techniques require large number of parametric queries
to probe and produce the top-K results [5]. Requirement of
executing such large number of parametric queries can result
in performance degradation, whereas Root Rank completely
avoids executing parametric queries. Also, when top-100 re-
sults are increased to top-200 or more, the performance
penalty due to the execution overhead of parametric queries
in Single Pipeline and Block Pipeline techniques, becomes
more severe. Finally, the Effective technique exhibits mediocre
performance, due to the lack of a specialized implementation
mechanism.

5.2 Multi-Term Keyword Query Scenario

The performance of different techniques when executed on
CNs generated for multi-term keyword queries, featuring
between 3 and 5 terms, is illustrated in Figures 9 and 10 for
the DBLP and Wikipedia datasets, respectively. Each CN
had more than two joins, and the top-100 tuple trees were
retrieved from each technique.
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Figure 9: CN Execution(DBLP)
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Figure 10: CN Execution(Wikipedia)

We again observe that the Root Rank operator performs
clearly better than the other techniques, for the same reasons
as those explained for the single CN scenario in Section 5.1.

5.3 Complete Execution Scenario for
Keyword Query

Until now, only the execution performance of different tech-
niques WRT individual CNs was discussed. However, answer-
ing a keyword query also involves the scoring of the result
set of all qualifying CNs. In order to perform integration of
Root Rank operator in this framework, we construct a simple
Operator-K technique, which provides the top-K answers by
executing every qualified CN with the Root Rank operator,
and merging the result sets of all the CNs. Similarly, the
Effective-K technique obtains the top-K results of each CN
through the application of Effective scoring function[6], and
merges the results to obtain the final top-K result set.

The performance of different techniques in the above sce-
nario are shown in Figures 11 and 12, for the DBLP and
Wikipedia datasets, respectively (the queries are identified
by numbers in the figures). The top-100 tuple trees were
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Figure 11: KWS Query Execution(DBLP)
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Figure 12: KWS Query Execution(Wiki)

retrieved from each technique. We observe in the figures that
the Operator-K technique is the clear winner WRT keyword
query answering performance. The Global-Pipeline technique,
like Single Pipeline and Block Pipeline techniques, suffers due
to execution overhead of large number of parametric queries.
Wherease, the Effective-K technique exhibits mediocre per-
formance, again due to lack of a specialized implementation
mechanism.

6 CONCLUSION

In this work, the superior user relevance quality of LSF
has been demonstrated. A new relational operator called
Root Rank has been introduced to perform KWS result
ranking using LSF. The Root Rank operator has justified
its introduction by providing excellent execution efficiency
benefits over other contemporary techniques.

Looking to the future, there is a need of new operators not
just in the traditional RDBMS, but also in nascent systems
such as columnar and probabilistic databases. These advanced
database systems currently do not even have result scoring
functions. By developing scoring functions and operators,

complete integration of IR result ranking techniques with all
kinds of database systems can be achieved.

Appendix A LSF [2]

For the DBLP dataset [5], an example Candiadte Network:
Proceeding.titleData × InProceeding.titleMining is generated, and
the LSF for ranking the result set is given in Equation 9.

𝑠𝑐𝑜𝑟𝑒(𝑇 ) = 𝑛 * cos(𝑝.𝑡𝑖𝑡𝑙𝑒,
−−−→
𝑝.𝑡𝑖𝑡𝑙𝑒) + cos(𝑖.𝑡𝑖𝑡𝑙𝑒,

−−−→
𝑖.𝑡𝑖𝑡𝑙𝑒)

2
(9)

cos(𝑝.𝑡𝑖𝑡𝑙𝑒,
−−−→
𝑝.𝑡𝑖𝑡𝑙𝑒) =

𝑤𝑑𝑎𝑡𝑎√︀∑︀
𝑤2

𝑘

𝑤𝑘 = 𝑙𝑜𝑔(1 +
|𝑟𝑒𝑠𝑢𝑙𝑡 𝑠𝑒𝑡|

𝑓𝑘
)

𝑤𝑑𝑎𝑡𝑎 = 𝑙𝑜𝑔(1 +
|𝑟𝑒𝑠𝑢𝑙𝑡 𝑠𝑒𝑡|

𝑓𝑑𝑎𝑡𝑎
)

cos(𝑖.𝑡𝑖𝑡𝑙𝑒,
−−−→
𝑖.𝑡𝑖𝑡𝑙𝑒) =

𝑤𝑚𝑖𝑛𝑖𝑛𝑔√︀∑︀
𝑤2

𝑟

𝑤𝑚𝑖𝑛𝑖𝑛𝑔 = 𝑙𝑜𝑔(1 +
|𝑟𝑒𝑠𝑢𝑙𝑡 𝑠𝑒𝑡|
𝑓𝑚𝑖𝑛𝑖𝑛𝑔

)

𝑤𝑟 = 𝑙𝑜𝑔(1 +
|𝑟𝑒𝑠𝑢𝑙𝑡 𝑠𝑒𝑡|

𝑓𝑟
)

Here, 𝑇 indicates a tuple tree, and 𝑠𝑐𝑜𝑟𝑒(𝑇 ) is its LSF
score, 𝑛 is a positive constant, |𝑟𝑒𝑠𝑢𝑙𝑡 𝑠𝑒𝑡| is the cardinal-
ity of the CN result set, 𝑤𝑘 is the weight of the term 𝑘
∈ p.title(Proceeding.title) of the result set, 𝑤𝑟 is the weight of
the term 𝑟 ∈ i.title(Inproceeding.title) of the result set, 𝑤𝑑𝑎𝑡𝑎 is
the weight of the term 𝑑𝑎𝑡𝑎 ∈ p.title of the result set, 𝑤𝑚𝑖𝑛𝑖𝑛𝑔

is the weight of the term 𝑚𝑖𝑛𝑖𝑛𝑔 ∈ i.title of the result set, 𝑓𝑘
is the frequency of the term 𝑘 ∈ p.title in the result set, 𝑓𝑟 is
the frequency of the term 𝑟 ∈ i.title in the result set, 𝑓𝑑𝑎𝑡𝑎 is
the frequency of the term 𝑑𝑎𝑡𝑎 ∈ p.title in the result set, and
𝑓𝑚𝑖𝑛𝑖𝑛𝑔 is the frequency of the term 𝑚𝑖𝑛𝑖𝑛𝑔 ∈ i.title in the
result set.

For a 𝑚 term keyword query, the LSF assumes the form
given in Equation 10. Here, 𝐴1, 𝐴2.....𝐴𝑚 are the attributes
on which the keyword query terms are mapped, and number
of relations involved in the tuple tree 𝑇 is given by 𝑠𝑖𝑧𝑒(𝑇 ).

𝑠𝑐𝑜𝑟𝑒(𝑇 ) = 𝑛 *
∑︀𝑚

𝑖=1 cos(𝐴𝑖,
−→
𝐴𝑖)

𝑠𝑖𝑧𝑒(𝑇 )
(10)
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