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Abstract

Efficient query processing is critical in a data warehouse environment because the warehouse

is very large, queries are often ad hoc and complex, and decision support applications typically

require interactive response times. Our work focuses on the improvement of response time for a

given query workload. We have studied the effect of schema design, compression and indexing

on the performance of data warehouses. We propose a new storage layout that combines the

power of schema design and compression and also adapted the existing index structures to match

this storage layout. The data warehouse implemented is based on file system approach instead of

traditional relational engine which are incapable of handling such large data which is in orders

of tera-byte. To evaluate the efficacy of the proposed techniques we conducted a case study on

real datasets obtained from a very popular web-portal and evaluated our system against their

existing system - System-Y. Our experiments show four orders of performance improvement

for range queries using indexes and 40% boost without using indexes over existing setup used

by System-Y. Moreover there is almost no space overheads due to indexes which is achieved

due to compression on partitioned data. We have designed and implemented Yippee, a software

prototype which integrates the concepts put forward in this report. This tool has an automated

schema designer and a query execution engine.

vi



Chapter 1

Introduction

Data warehouses are large, special purpose databases that contain historical data integrated from

a number of independent sources, supporting users who wish to analyze the data for trends and

anomalies. The process of analysis is usually done by queries that aggregate, select and group

the data in a number of ways. Efficient query processing is critical because the data warehouse

is very large, queries are often complex, and decision support applications typically require

interactive response times.

Our motivation is to study the effect of schema design, compression and indexing on the

query performance. According to case study conducted on System-Y, the size of typical data

warehouses are very large in the order of few terabytes. Since traditional relational database sys-

tems fail to handle such large data we resort to file system to handle storage. Current RDBMS

have limits on various parameters - maximum number of columns in a relation is 1000, max-

imum number of indexes on a relation is 32, maximum LOB size is 4GB. Apart from these

restrictions, populating the relations with rows and building indexes on such a large data is time

consuming. One may also go for simple system based on files to avoid the overhead added due

to extra functionality provided by general purpose RDBMS.

The performance of query processing depends on the physical schema design. A highly

normalized schema offers superior performance and efficient storage where only a few attributes

are accessed by a particular query. The star schema [18] provides similar benefits for data

warehouses where most queries aggregate a large amount of data. A star schema consists of a

1
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large central fact table which has predominantly numeric data and several smaller dimension

tables which are all related to the fact table by a foreign key relationship. The dimension tables

have more descriptive attributes. Such a schema is an intuitive way to represent the multi-

dimensional data so typical of business, in a relational system. The queries usually filter rows

based on dimensional attributes and then group by some dimensional attributes and aggregate

the attributes of the fact table . We achieve normalization via vertical partitioning which is

essentially column-wise split of the original relation. Storing the data column-wise leads to

better compression as data in a column is semantically associated. Moreover if most of the

queries access few columns then we save unnecessary disk access leading to better performance.

In this regard we exploit the workload information to come up with partitioning scheme for

given relation.

Given the large size of data warehouses, storage costs are very high and so is the cost of

storage due to index structures. Compression has several benefits. Apart from reducing storage

costs, it also could reduce query processing time by reducing the number of disk accesses

[25]. Although decompression adds to query processing cost, [25] showed that in databases the

reduced number of disk accesses more than compensates for the increased processing time. We

believe that it should in fact be even more efficient to compress a data warehouse as most queries

access a large amount of data and most of the decompressed data will actually be required to

evaluate the query. Hence the number of disk accesses will be much less leading to performance

boost.

Data warehouses are typically updated only periodically, hence they are mostly read-only

in nature. Hence the problems of maintaining indexes in the presence of concurrent updates

is no longer an issue, it is possible to use sophisticated indexes to speed up query evaluation.

We have adapted traditional indexing structures like B-Tree index, Hash index to match the

proposed storage format.

The framework for compressed data warehouse presented in this paper is generalized but to

evaluate on a real system we have undergone a case study of a leading web portal - say System-

Y. The problem is thus to design a data warehouse, where the data in in compressed form and

moreover to come-up with indexing mechanisms that are applicable to compressed data.
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The remainder of this paper is organized as follows. Chapter 2 explains the architecture

of storage layer for data warehouse which employs compression and partitioning to achieve

performance boost. The graphical vertical partitioning algorithm that we employed for schema

design is also discussed in Chapter 2. In Chapter 3 we review various compression techniques

that we evaluated and Chapter 4 talks about our modifications to existing index structures. In

Chapter 5 we conduct a case study of System-Y data ware house engine and compare it against

our system. Chapter 6 presents the performance figures, Chapter 8 discusses the software proto-

type of a tool named Yippee developed as an aid to database designers and Chapter 9 concludes

the paper presenting future avenues to explore.



Chapter 2

Schema Design

In this chapter we discuss how the physical schema design affects the performance of queries

and how we employed vertical partitioning as a means to achieve that. Physical design is the

process to come up with proper structuring of data in storage so that good performance is

guaranteed. A highly normalized schema offers superior performance and efficient storage

where only a few records are accessed by a particular transaction. It is not possible to come

up with better physical schema unless prior knowledge of workload is known. The information

required should consist of the nature of queries and their expected frequencies. For each query

we should specify the following:

� The files that will be accessed by the query.

� The attributes on which any selection predicates are specified.

� The attributes whose values will be retrieved by the query.

Apart from the workload characteristics we must also take into account their expected frequency

of invocation. This frequency information along with the attribute information of each query

can be used to compute a cumulative statistics of expected access frequency for all the queries.

This is expressed as the expected frequency of accessing each attribute in each file in a selection

predicate over all the queries.

4



CHAPTER 2. SCHEMA DESIGN 5

2.1 Partitioning

The partitioning of a global schema into fragments can be done in two ways viz., vertical par-

titioning and horizontal partitioning. Since a normalized schema may lead to joins when ac-

cessing columns in different normalized relations we simply do vertical partitioning. Moreover

vertical partitioning has its own advantages as discussed later in this section.

� 1 2 3 4 5 6 7 8 9 10 11 12 13���
1 2 5 15 52 203 877 4140 21147 115975 678570 4213597 27644437

Table 2.1: Bell numbers

Vertical partitioning is the process that divides a global object which may be a single relation

or more like a universal relation into groups of their attributes, called vertical fragments [23,

22, 8]. Formally speaking, if � is attribute set of a relation then partition set � is set of subsets

of attribute set � . ���������/�j���S�S�S�S�/�j��� � such that

¡8¢ �+£¥¤ ¢�¦�§£¥¤3�]¨]©ª���j�8«
©¬���j��¨®­¯�7«;�~°�� �±
¨³²8� �]¨8�´�

For a set of size � the number of unique partition sets is given by Bell number
���

[5].

�
� �
�µ
¨¶²D·

¸i¹ � �pºD»
where

¸i¹ � �pºD» is second order Stirling number given by following recursive function

¸�¹ � �pº1»¼�~º�½ ¸�¹ �s¾w¿ �pºD»=À ¸i¹ �s¾Á¿ �jº ¾w¿ »
¸i¹ � � � »d� ¸i¹ � � ¿ »d� ¿

The first few Bell numbers are given in table 2.1.

Vertical partitioning is used during design of a database to enhance the performance of

query execution[23]. In order to obtain improved performance, fragments must closely match

the requirements of the query workload.

Vertical partitioning involves splitting the relations along the columns into partitions all
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having equal number of rows. Each partition now act as a separate relation but we preserve the

row ordering in all the partitions as it was in the original relation. It should be noted that each

partition may contain more than one column. However when columns in multiple partitions are

accessed instead of join we just need to do pasting of columns.

The advantages of vertical partitioning are as follows: If query involves only few columns

then we avoid unnecessary fetching of other columns. This saves the I/O bandwidth and avoids

unnecessary processing. Moreover data in a column belongs to the same domain e.g., values in

salary column will be numeric within some range. This similarity in data can be well exploited

by compression algorithms and better compression ratios can be achieved.

The data under consideration is of the order of terabytes. Since the data is large enough to

be handled by traditional relational database system we resort to file system for storage. Each

partition as described above is stored as a separate file. Since the row ordering is maintained

we do not store the row identifiers in the file. The meta data stores information regarding the

partitions of a given relation such as number of partitions, columns in each partition etc.

ÂÃÂÃÂÃÂÃÂÃÂÃÂÂÃÂÃÂÃÂÃÂÃÂÃÂÂÃÂÃÂÃÂÃÂÃÂÃÂÂÃÂÃÂÃÂÃÂÃÂÃÂÂÃÂÃÂÃÂÃÂÃÂÃÂÂÃÂÃÂÃÂÃÂÃÂÃÂÂÃÂÃÂÃÂÃÂÃÂÃÂ

ÄÃÄÃÄÃÄÃÄÃÄÃÄÄÃÄÃÄÃÄÃÄÃÄÃÄÄÃÄÃÄÃÄÃÄÃÄÃÄÄÃÄÃÄÃÄÃÄÃÄÃÄÄÃÄÃÄÃÄÃÄÃÄÃÄÄÃÄÃÄÃÄÃÄÃÄÃÄÄÃÄÃÄÃÄÃÄÃÄÃÄ

Decompression

Vertical

Partitioning

Horizontal

Partitioning

Independent Compression of each block

 vertically partitioned 
 block compressed data

Original
Compressed data

Figure 2.1: Storage Architecture
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After the first step of vertically partitioning the data into partitions we horizontally divide

each partition into chunks. The process is depicted in Figure 2.1. Each chunk in turn is then

compressed individually. Each chunk contains equal number of row, this is done to simplify

indexing as will be discussed in Chapter 4. We preserve row boundary across chunks so that

in order to access a row one and only one chunk is decompressed. The reason behind this

compression granularity as opposed to attribute-level compression is better compression factor

without incurring high decompression overhead. Another important aspect is the optimal chunk

size at which compression ratio and decompression overhead are balanced. At higher levels of

compression granularity, the compression ratio is better but query processing requires decom-

pressing a large portion of data, whereas at lower compression granularities the compression

ratio is poor but query processing requires a small part of data to be decompressed. The trade-

offs between compression granularity and compression ratio will be discussed in Chapter3.

In fact the problem of finding optimal partitions given a cost function reduces to classical

Set Partition Problem which is NP-Hard. But is this really a hard problem for smaller input sizes

(like 13 in case of our test data), as can be seen in Table 2.1 the Bell number increases rapidly

with the number of attributes,(even for 13 columns number of ways of partitioning is close to

28 million) hence the search space for optimal partition set is quite huge to be explored by brute

force methods. Hence we resort to heuristic based approaches, proposed in literature for vertical

partitioning [8, 14, 23, 22, 21, 24]. The discussion on vertical partitioning algorithm in this

section is taken from [24]. We have chosen [24] because of the following reasons:

(a) There is no need for iterative binary partitioning as discussed in [23]. The major weakness

of iterative binary partitioning is that at each step two new problems are generated increasing

the complexity; furthermore, termination of the algorithm is dependent on the discriminating

power of the objective function.

(b) The method requires no objective function. The objective function controls the process of

partitioning. The empirical objective functions in [23] were selected after some trial and error

experimentation to see that they possess a good discriminating power. Although reasonable,

they constitute an arbitrary choice. This arbitrariness has been eliminated in this methodology.

The algorithm starts from the attribute affinity (AA) matrix, which is generated from the attribute
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Attribute usage matrix Frequency

Attributes Å 0 1 2 3 4 5 6 7 8 9 10 11 12
Queries Æ

T1 1 0 0 1 0 0 1 0 0 0 0 0 0 Acc 1 = 1
T2 0 1 1 0 0 0 0 0 1 0 0 0 0 Acc 2 = 1
T3 0 0 1 1 0 0 0 1 0 0 0 0 0 Acc 3 = 1
T4 0 0 1 0 0 1 0 1 0 0 0 0 0 Acc 4 = 1
T5 0 1 1 0 0 0 0 0 0 0 0 0 0 Acc 5 = 1
T6 1 0 1 0 0 0 1 0 0 0 0 0 0 Acc 6 = 1
T7 1 0 1 1 0 0 1 0 0 0 0 0 0 Acc 7 = 1
T8 0 0 0 0 0 0 0 0 0 0 1 0 0 Acc 8 = 1
T9 0 0 0 0 0 0 0 0 0 1 0 0 0 Acc 9 = 1

T10 0 0 0 0 0 0 0 0 1 0 0 0 0 Acc 10 = 1

Table 2.2: Attribute usage matrix for experimental workload

usage matrix using the method of [23]. The attribute usage matrix represents the use of attributes

in important queries. Each row refers to one query; the 1 entry in a column indicates that the

query accesses the corresponding attributes. The attribute usage matrix for 13 attributes and

10 queries is shown in Table 2.2. This workload corresponds to the test workload that we used

for experimental purpose.

Attribute affinity is defined as

ÇxÈJÈ ¨M«N� µ
�AÉAÊ ÇxË/Ë �Ì¨M«

where Ç3Ë/Ë �Ì¨M« is the number of accesses of query referencing both attributes
¢

and £ . The sum-

mation occurs over all queries that belong to the set of important queries Í . This definition of

attribute affinity measures the strength of an imaginary bond between the two attributes, predi-

cated on the fact that attributes are used together by queries. Based on this definition of attribute

affinity, the attribute affinity matrix is defined as follows: It is n Î n matrix for the n-attribute

problem whose
¹ ¢ �+£x» element equals ÇxÈJÈ ¨n« . Table 2.3 shows the attribute affinity matrix which

was formed from Table 2.2. A diagonal element Ï
Ï ¹ ¢ � ¢ » equals the sum of the elements in the
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attribute usage matrix for the column which represents Ç ¨ . This is reasonable since it shows the

“strength” of that attribute in terms of its use by all queries.

In previous approaches, they apply a clustering algorithm to the Ï
Ï matrix. In [24], how-

ever, they consider the Ï�Ï matrix as a complete graph called the affinity graph in which an edge

value represents the affinity between the two attributes. Then, forming a linearly connected

spanning tree, the algorithm generates all meaningful fragments in one iteration by considering

a cycle as a fragment. A “linear connected” tree has only two ends. Note that the Ï
Ï matrix

serves as a data structure for the affinity graph.

Attributes 0 1 2 3 4 5 6 7 8 9 10 11 12
0 6 0 3 2 0 1 3 0 0 1 1 0 0
1 0 2 2 0 0 0 0 0 1 0 0 0 0
2 3 2 6 2 0 1 2 1 1 0 0 0 0
3 2 0 2 3 0 0 2 1 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0 0 0
5 1 0 1 0 0 1 0 0 0 0 0 0 0
6 3 0 2 2 0 0 3 0 0 0 0 0 0
7 0 0 1 1 0 0 0 1 0 0 0 0 0
8 0 1 1 0 0 0 0 0 2 0 0 0 0
9 1 0 0 0 0 0 0 0 0 1 0 0 0
10 1 0 0 0 0 0 0 0 0 0 1 0 0
11 0 0 0 0 0 0 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0 0 0 0 0 0 0

Table 2.3: Attribute Affinity matrix for experimental workload

2.2 Definitions and notations

The following notation and terminology is used in the description of the algorithm.

� Ï�� � �j���S�Ð�F� denotes nodes.

�UÇ �jÑB� Ë �S�Ð�F� denotes edges.

�@Ò ¹ÔÓ » denotes the affinity value of an edge
Ó
.
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A

B

C

a

b

c

d

e

f

cycle node

D

Figure 2.2: Cycle and extension

� primitive cycle denotes any cycle in the affinity graph.

� affinity cycle denotes a primitive cycle that contains a cycle node.

� cycle completing edge denotes a “to be selected edge” that would complete a cycle.

� cycle node is that node of the cycle completing edge, which was selected earlier.

� former edge denotes an edge that was selected between the last cut and the cycle node.

� cycle edge is any of the edges forming a cycle.

� extension of a cycle refers to a cycle being extended by pivoting at the cycle node.

The above definitions are used in the proposed algorithm to process the affinity graph and to

generate possible cycles from the graph. They will become clearer when they will be explained

further in this section. Each cycle gives rise to a vertical fragment.

2.3 Fundamental concepts

Based on the above definitions the mechanism of forming cycles will be explained. For exam-

ple, in Figure 2.2, suppose edges Ç and Ñ were selected already and Ë was selected next. At this

time, since Ë forms a primitive cycle, we have to check if it is an affinity cycle. This can be done

by checking the possibility of a cycle. Possibility of a cycle results from the condition that no

former edge exists, or Ò ¹ È7Õ®Ö × Ó Ö ÓBØlÙ1Ó »;Ú Ò ¹ Ç3ÛÜÛ�ÝßÞ Ó Ë/àXËAÛ Ó;ÓBØlÙXÓ®á » . The primitive cycle Ç ��Ñ®� Ë is
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an affinity cycle because it has no former edge and satisfies the possibility of a cycle. Therefore

the primitive cycle Ç �jÑB� Ë is marked as a candidate partition and node Ï becomes a cycle node.

The explanation of how the extension of a cycle is performed will be discussed next. In

Figure 2.2, after the cycle node is determined, suppose edge
Ø

was selected. At this time,Ø
is checked as a potential edge for extension. It can be done by checking the possibil-

ity of extension of the cycle by
Ø
. � Õ á®á ¢ Ñ ¢ Û ¢ Ýâà5Õ È Óäã Ý Ó � á ¢ Õ®� results from the condition ofÒ ¹åÓBØlÙ1Ó Ñ Ó ¢ � Ù ËAÕ®� á ¢ ØxÓ Ö ÓBØ Õ�Ö
Ëpà1Ë/Û Ó ËAÕ®×�ÒkÛ Ó Ý ¢ � Ù�ÓBØlÙXÓ »Næ Ò ¹ Ç �7à�Õ�� Ó Õ-ÈçÝßÞ Ó Ëpà1Ë/Û ÓNÓBØlÙ1Ó®á » . Thus

the old cycle Ç ��Ñ®� Ë is extended to the new cycle Ç �jÑB� Ø � È if the edge
Ø

under consideration, or

the cycle completing edge È , satisfies the possibility of extension which is: Ò ¹åØ » Õ®ÖèÒ ¹ È »$æ× ¢ � ¢ ×sék×�Õ È ¹ Ò ¹ Ç »p� Ò ¹ Ñ/»p� Ò ¹ Ë »Ì» . Now the process is continued: suppose
Ó

was selected as the

next edge. But we know from the definition of the extension of a cycle that
Ó

cannot be consid-

ered as a potential extension because the primitive cycle
Ø �jÑB� Ó does not include the cycle node

Ï . Hence it is discarded and the process is continued.

The next concept that is explained corresponds to the relationship between a cycle and a

partition. There are two cases in partitioning.

1. Creating a partition with a new edge.

In the event that the edge selected next for inclusion (e.g.
Ø

in Figure 2.2) was not consid-

ered before, lets call it a � ÓSêëÓBØlÙXÓ
. If a new edge by itself does not satisfy the possibil-

ity of extension, then continue to check for an additional new edge called cycle completing

edge (e.g. È in Figure 2.2) for the possibility of extension. In Figure 2.2, new edges
Ø

and È would potentially provide such a possibility of extension of the earlier cycle formed

by edges Ç �jÑB� Ë . If
Ø � È meet the condition for possibility of extension stated above (namelyÒ ¹åØ » Õ®Ö�Ò ¹ È »�æ × ¢ � ¢ ×sék×�Õ-È ¹ Ò ¹ Ç »p� Ò ¹ Ñ/»p� Ò ¹ Ë »Ì» ), then the extended new cycle would contain

edges Ç �jÑB� Ø � È . If the condition were not met, then produce a cut on edge
Ø

(called the ËpéHÝ ÓBØ ÙXÓ )
isolating the cycle Ç ��Ñ®� Ë . This cycle can now be considered a ÒkÇ Ö�Ý ¢ Ý ¢ Õ®� .

2. Creating a partition with a former edge.

After cutting in (1), if there is a former edge, then change the previous cycle node to that node
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Figure 2.3: Partition

where the cut edge was incident, and check for the possibility of extension of the cycle by the

former edge. For example, in Figure 2.3, suppose that Ç ��Ñ®� and Ë form a cycle with Ï as the

cycle node, and that there is a cut on
Ø
, and that the former edge

ê
exists. Then the cycle node

Ï is changed to � because the cut edge
Ø

originates in � . We are now evaluating the possibility

of extending the cycle Ç �jÑB� Ë into one that would contain the former edge
ê

. Hence we consider

the possibility of the cycle Ç �jÑB� Ó � ê . Assume that
ê

or
Ó

does not satisfy the possibility of ex-

tension, i.e., if Ò ¹åê » Õ�Ö�Ò ¹ÔÓ »_æ × ¢ � ¢ ×sék×�Õ È ¹ Ò ¹ Ç »/� Ò ¹ Ñ/»/� Ò ¹ Ë »ß» is not true. Then the result is the

following: (i)
ê

will be declared as a cut edge, (ii) � remains as the cycle node, and (iii) Ç �jÑB� Ë
becomes a partition. Alternately, if the possibility of extension is satisfied, the result is: (i) cycleÇ �jÑB� Ë is extended to cycle

ê � Ç �jÑB� Ó , (ii) � remains as the cycle node, and (iii) no partition can

yet be formed.

Intuitively, the algorithm presented below achieves the decision of partitioning in the fol-

lowing manner. Keeping the pivot on a present cycle node, extension of the cycle is attempted

by considering either new edges or former edges which would expand the area under the cycle.

2.4 The algorithm

An algorithm for generating the vertical fragments by the affinity graph is described below.

Each partition of the graph generates a vertical fragment.

The brief description of the algorithm is given as follows.
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Step 1: Construct the affinity graph of the attributes of the object being considered. Note

that the Ï
Ï matrix is itself an adequate data structure to represent this graph. No additional

physical storage of data would be necessary.

Step 2: Start from any node.

Step 3: Select an edge which satisfies the following conditions:

� It should be linearly connected to the tree already constructed.

� It should have the largest value among the possible choices of edges at each end of the

tree.

This iteration will end when all nodes are used for tree construction.

Step 4: When the next selected edge forms a primitive cycle:

� If a cycle node does not exist, check for the possibility of a cycle and if the possibility

exists, mark the cycle as an affinity cycle. Consider this cycle as a candidate partition. Go

to step 3.

� If a cycle node exists already, discard this edge and go to step 3.

Step 5: When the next selected edge does not form a cycle and a candidate partition exists:

� If no former edge exists, check for the possibility of extension of the cycle by this new

edge. If there is no possibility, cut this edge and consider the cycle as a partition. Go to

step 3.

� If a former edge exists, change the cycle node and check for the possibility of extension

of the cycle by the former edge. If there is no possibility, cut the former edge and consider

the cycle as a partition. Go to step 3.

The algorithm takes a time ì ¹ � � » , which is less than that of [23], namely, ì ¹ � � ÛÜÕ Ù � » .
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Compression

The discussion in this section is based on [25]. There are couple of issues related to compres-

sion (i) compression algorithm (ii)compression granularity (iii) meta-data compression

Compression algorithm: The compression algorithm determines the compression ratio and

compression/decompression speed. There are several well-known compression algorithms viz.

Huffman coding [15], Arithmetic coding [30], LZW algorithm [29], LZ77 algorithm [32], run-

length encoding [10] etc. Some of these algorithms come in adaptive and non-adaptive flavors.

We used zlib library that uses LZ77 algorithm combined with Huffman coding. The

choice was dictated by decompression speed and compression ratio as will be shown in Sec-

tion 6. We have conducted study of various compression techniques viz. Huffman coding,

Run-length encoding, LZW algorithm and gzip.

Compression granularity: Compression granularity denotes the amount of data that is com-

pressed independently. For instance, the entire relation stored in a file can be compressed to-

gether, this is file-level compression. Similarly, we can have page-level, record-level, attribute-

level compression. At each level of compression there is trade-off between query processing

time and compression ratio. As we go from file-level to record-level the compression ratio may

fall and the query processing time may increase. This is because at higher level the amount of

data seen by the compression algorithm is more and hence the probability of finding recurring

14
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pattern is more which leads to higher compression ratios. But this is has inverse effect on query

processing since now to retrieve a record, the amount of data that needs to decompressed in-

creases, e.g. in file-level compression to extract even a record the entire file is decompressed

before any processing is done which adds to extra disk accesses.

We chose chunk-level compression preserving row boundary since it ensures that a single

chunk needs to be decompressed to extract a row while preserving respectable compression ra-

tio. Since only a portion of data needs to be read into memory we save disk accesses improving

execution time. One more aspect is the optimal size of chunk where the compression factor

balances the decompression overhead. We conducted experiments to find the optimal chunk

size empirically.

Meta-data compression: Another issue is whether meta-data should be compressed. Since

meta-data in form of catalogs or indexes are small in comparison to data files, it appears that the

small storage savings that are achieved by compression are more than offset by the increased

processing complexity. A related question is whether the indexes should be built using the orig-

inal keys or their compressed equivalents. Here again it appears that retaining the original keys

is far more attractive since the lexical ordering provided by index leaf level is retained.

We did not go for meta-data compression to avoid processing complexity.

3.1 Compression: Pros and Cons

We describe the benefits and drawbacks typically associated with compression. For the draw-

backs, we discuss how these may be addressed in modern database systems.

Apart from the query processing improvement, compression results in several other benefits

also [12, 3, 16, 11] by virtue of storing data in a reduced space: Firstly, disk seek times are

reduced since the compressed data fits into a smaller physical disk area. Secondly, related

objects can be clustered closer together. Thirdly, data compression increases disk bandwidth

by increasing the information density of the transferred data. Finally, network communication

costs are reduced in distributed databases and client-server applications due to reduced data
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transfer.

From a transaction processing perspective, there are two further benefits [11]: First, the

buffer hit rate increases since a larger fraction of the database now fits into the buffer pool.

Second, the disk I/O to log devices is decreased since the log records are shorter.

The drawbacks typically associated with compression [3, 11, 16] are: Firstly, data compres-

sion and decompression may result in considerable overhead at the CPU. Secondly, compres-

sion results in data records becoming variable-sized. However, many modern database systems

are already equipped to handle variable-sized records in order to efficiently support schema

transformation [16] or variable length attributes (as required in SQL92), so this is not a real

problem. Finally, compression, by virtue of reducing redundancy in data, reduces the ability to

recover from errors. For example, a single bit error in the output may result in the decoder mis-

interpreting all subsequent bits. Problems of this nature, however, are taken care of by current

communication protocols and disk controllers.

3.2 Compression Techniques

Most data compression techniques are based on one of two models: statistical or dictionary.

In statistical modeling, each distinct character of the input data is encoded, with the code as-

signment being based on the probability of the character’s appearance in the data. In contrast,

dictionary-based compression schemes maintain a dictionary which contains a list of commonly

occurring character strings in the data and their corresponding codes. While encoding, these

schemes search for the longest string of input characters that also appear in their dictionary.

Once this string match is identified, the code of the matched string is used in place of the entire

character string.

Yet another dimension of lossless compression algorithms is that they may be adaptive or

non-adaptive. In adaptive schemes no prior knowledge about the input data is assumed and

statistics are dynamically gathered and updated during the encoding phase itself. On the other

hand, non-adaptive schemes are essentially ”two-pass” over the input data: during the first pass,

statistics are gathered, and in the second pass, these values are used for encoding.
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In this study, we have considered the popular compression techniques: Huffman, LZW and

gzip (which uses LZ77 combined with Huffman encoding). The Huffman coding technique

implement the statistical model, while the LZW scheme is dictionary-based. In addition to

these techniques, we have also looked at the simple Run length encoding (RLE)[10] scheme

which is supported in many current database systems (e.g. IMS [16]). The RLE scheme does

not use either the statistical or the dictionary model - it simply recognizes successive repetitions

of characters.

In the remainder of this section, we describe the salient features of the above-mentioned

compression algorithms.

3.2.1 Huffman Coding

In Huffman coding [15], a tree is constructed with the characters of the input alphabet forming

the leaves of the tree. The links in the tree are labeled with either 0 or 1 and the code for a

character is the label sequence that is obtained by traversing the path from the root to the leaf

node corresponding to that character in the Huffman tree. The tree is built such that the most

frequent characters in the input data are assigned shorter codes and the less frequent characters

are assigned longer codes.

As mentioned earlier, both adaptive and non-adaptive versions of Huffman coding exist.

In non-adaptive Huffman coding, the Huffman tree is completely built before encoding starts,

using the known frequency distribution of the characters in the data to be compressed. The tree

remains unchanged for the entire duration of the encoding process. The decoder builds the same

tree using the same frequency distribution before decoding the compressed data. On the other

hand, adaptive Huffman coding starts off with a Huffman tree that is built using an assumed

frequency distribution of the characters in the input data. A common practice is to assume that

all characters are equally likely to occur. As the encoding process proceeds and more data is

scanned, the Huffman tree is modified based on the data seen up to that point. Therefore, the

Huffman tree changes dynamically during the encoding phase and the same character can have

different codes depending on its position in the data being compressed (unlike non-adaptive

Huffman).



CHAPTER 3. COMPRESSION 18

3.2.2 LZW Coding

The LZW (Lempel-Ziv-Welch) algorithm [29] is a popular compression technique, used in both

Unix compress and DOS pkzip. The scheme is organized around a string translation table. This

table contains a set of character strings and their corresponding code values. The string table

has a prefix property that for every string in the table its prefix is also in the table. That is, if

string íïî , composed of some string í and some single character î , is in the table, then í is

also in the table.

In LZW, the input data is scanned sequentially and the longest recognized input string (that

is, a string which already exists in the string table) is parsed off each time. The recognized

string is then replaced by its associated code. Each parsed input string, when extended by its

next input character, gives a string that is not yet present in the string table. This new string is

added to the string table and is assigned a unique code value. In this manner, the string table is

built incrementally during the compression process.

3.2.3 gzip

The compression algorithm used by gzip [1] is a variation of LZ77(Lempel-Ziv 1977) algo-

rithm [32]. It finds duplicated strings in the input data. The second occurrence of a string is

replaced by a pointer to its previous occurrence, in the form of a pair (distance, length), where

length is that of the string and distance is the number of symbols between the string and its last

occurrence. Distances are limited to 32 KBytes, and lengths are limited to 258 bytes. When a

string does not occur anywhere in the previous 32 KBytes, it is emitted as a sequence of literal

bytes. Literals or match lengths are compressed with one Huffman tree, and match distances

are compressed with another tree. The trees are stored in a compact form using Huffman coding

at the start of compressed data. It efficiently decides on the fly whether to apply static Huffman

coding or dynamic Huffman coding. Duplicated strings are found using a hash table. All in-

put strings of length 3 are inserted in the hash table. A hash index is computed for the next 3

bytes. If the hash chain for this index is not empty, all strings in the chain are compared with

the current input string, and the longest match is selected. The hash chains are searched starting

with the most recent strings, to favor small distances and thus take advantage of the Huffman
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encoding. There are no deletions from the hash chains, the algorithm simply discards matches

that are too old.

To avoid a worst-case situation, very long hash chains are arbitrarily truncated at a certain

length, determined by a compression level (-1 to -9). So gzip does not always find the longest

possible match but generally finds a match which is long enough. gzip also defers the selection

of matches with a lazy evaluation mechanism. After a match of length N has been found, gzip

searches for a longer match at the next input byte. If a longer match is found, the previous

match is truncated to a length of one (thus producing a single literal byte) and the longer match

is emitted afterwards. Otherwise, the original match is kept, and the next match search is

attempted only N steps later. The lazy match evaluation is also subject to a compression level.

If the current match is long enough, gzip reduces the search for a longer match, thus speeding up

the whole process. If compression ratio is more important than speed, gzip attempts a complete

second search even if the first match is already long enough. The lazy match evaluation is not

performed for the fastest compression levels (speed options -1 to -3). For these fast modes,

new strings are inserted in the hash table only when no match was found, or when the match

is not too long. This degrades the compression ratio but saves time since there are both fewer

insertions and fewer searches.

3.2.4 Run length Encoding

Run length encoding (RLE) [10] is an extremely simple and old compression technique. It takes

advantage of consecutive repetitions (or runs) of the same character. For example, consider

the string ”cccccaabbbb”. In normal 8-bit ASCII representation, the string would require 11

bytes (since the string has 11 characters). RLE, however, can encode the string in 8 bytes,

as ”OEc5aaOEb4”. In this coding scheme, OE is a special character (usually a non-printable

character such as ASCII 255), which denotes the beginning of a run. It is followed by the

repeated character and the length of its run.
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3.3 Compression Granularity

In a typical relational database system, compression can be conceptually applied at four differ-

ent levels, namely the file level, the page level, the record level and the attribute level. At the

file level, each relation in the database is compressed as a whole. Since compression techniques

generally work better with larger data sets, we may expect that the best compression ratios

would be realized at this level. In particular, adaptive models may find the large size favorable

(since they have to dynamically gather statistics). With respect to query processing, however,

file level compression requires the entire relation to be decompressed each time data in the rela-

tion is accessed. Further, if the relation is modified (insert, delete or update), the whole relation

has to be re-compressed. This compression/decompression overhead may result in extremely

slow query processing times.

An alternative scheme is for relations to be compressed at the page level. Since the page

size in most commercial databases is around 4K, this gives scope for deriving good compression

ratios. However, page compression has a problem similar to that described above for file com-

pression: The whole page has to be decompressed and possibly re-compressed when data within

the page is referenced or modified. This may again result in poor query processing times. More-

over, since the compressed pages are of variable size, additional complications arise: Firstly, a

compressed page will occupy only a fraction of a disk block (assuming that the uncompressed

pages are of disk block size, as is usually the case). Since disk transfer is usually in units of a

disk block, fetching the compressed page will also bring in unnecessary data corresponding to

other pages. Secondly, compressed pages may cross disk block boundaries. So, two disk block

accesses have to be made to fetch the single compressed page to memory. Thirdly, when data

in a page is updated, the size of the compressed page may change. In that case, the page has to

be relocated to some other block, creating a hole in its previous position.

The next level of compression is the record level. Since, on average, record sizes vary be-

tween 40 to 120 bytes [16], the limited data size may cause a significant fall in the compression

ratio, especially for adaptive algorithms. However, from the query processing viewpoint, this

option is more attractive since only the records that potentially contribute to the result need to

be decompressed and compressed. The decompression overhead is also limited due to the small
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size of a record. Since record level compression deals with fixed size pages, we can use disk-

block sized pages to facilitate efficient disk I/O. Moreover, with fixed sized pages, the buffer

manager of the DBMS does not have to be modified to account for compression. The only addi-

tional memory requirement is a record sized buffer which is used to hold uncompressed records

when needed.

The lowest possible level at which compression can be done is at the attribute level. The

common data types of attributes are integers, floating point numbers and character strings. Gen-

erally, the size of integers varies from 1 to 4 bytes, that of floating point numbers from 4 to 8

bytes and that of characters strings from 10 to 32 bytes [16]. This means that the data size is re-

ally limited and may result in poor compression ratios, especially for adaptive techniques. From

the query processing viewpoint, however, the attribute level appears to be the most attractive be-

cause it permits precise queries, that is, where decompression is necessary only for the result

tuples. This ability to execute a query entirely in the compressed domain appears extremely de-

sirable from a performance viewpoint. Further, even if the need arises to decompress/compress

an attribute, only that attribute and not the entire tuple needs to be decompressed/compressed.

This is a distinct advantage over record level compression where entire tuples need to be de-

compressed/compressed. In addition, attribute level compression can be implemented with fixed

sized pages, as in the case of record level compression.

Apart from having different compression ratios on the input data, each of the above granu-

larities has different amounts of space overhead involved in their implementations. These over-

heads reduce the effective compression ratio. In certain situations, as explained in Section 3.4,

the overheads may even exceed the compression ratio, leading to an expansion of the input file.

Therefore, it is critical to include overhead effects in evaluating compression schemes, and this

aspect is analyzed below.

3.4 Overheads

In file level compression, the file is compressed as a whole and no overhead is involved. In

page level compression, pointers are stored for random access to the variable sized pages. The
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number of such pointers is equal to the number of pages in the relation, and therefore the space

overhead as a fraction of relation size is insignificant. In record level compression, due to the

variable-sized records, a pointer to the beginning of each record has to be maintained. So the

percentage overhead is directly proportional to the compression ratio. At the attribute level, a

pointer is stored for each attribute of each record. This overhead can, therefore, be significant,

especially if the number of attributes in the relation is large. We will hereafter use the term

pointer overhead to refer to the storage overhead arising out of pointers. An important point to

note here is that the problem of tracking variable sized attributes is inherent to databases that

support variable sized attributes (which many modern databases do). So, the pointer overhead

that arises out of compression cannot really be considered as an additional overhead in these

systems since the same overheads will also be present in the uncompressed case. However, in

order to be conservative in our estimates of performance improvement due to compression, we

assume that pointer overhead is present only for the compressed files.

3.5 Summary

From the above discussions, we observe that there are inherent difficulties in simultaneously

achieving the desired goals of efficient query processing and good compression ratio.
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Indexes

Indexes are primarily used to speed up the retrieval of records in response to certain search

conditions. They provide secondary access paths, which provide alternative ways of accessing

the records without affecting the physical placement of the records on disk. They enable effi-

cient access to records based on the indexing fields that are used to construct the index. The

most prevalent types of indexes are based on ordered files and tree data structures like B ð trees.

Indexing can also be constructed based on hashing or other search data structures.

4.1 Indexing mechanism

After applying partitioning and compression as discussed in Sections 2 and 3 respectively, we

have to study the effect of indexing. Since existing index structures are built on data that is not

compressed, we need to adapt the indexing mechanism. In this regard we propose two indexing

structures viz. indexes and maps.

Indexes: The indexes used here are traditional index structures like B ð -tree and Hash indexes.

Instead of storing the file offsets for a given key we store the starting file offset of the com-

pressed chunk containing that key. When we index using a given key value, we get the start file

offset of compressed chunk from the index entry for that key. We then fetch the compressed

chunk size
¸

which is stored at the starting file offset of the chunk. We read the compressed

23
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chunk which is stored in the next
¸

bytes. We decompress the chunk in memory using appro-

priate decompression algorithm, then do linear search to get the key. Since a chunk may contain

multiple occurrences of the same key, we scan the entire decompressed chunk. Note that only

the compressed chunk is transferred from the disk to memory, which saves I/O bandwidth. If

there are duplicate keys stored but occurring in different chunks then we store both of them in

index. However if a key occurs multiple times in chunk then only one entry is created in index.

Thus the index has unique (key value,chunk offset) pair.

Maps : Map acts as translation table from row identifiers to file offsets of compressed chunks,

i.e. given a row identifier they provide the starting offset of the compressed chunk containing

that row in the file corresponding to given partition. Maps come handy when values in columns

stored in different partitions of the same row needs to be combined. In such case we need to

retrieve data corresponding to a given Ö Õ ê ¢ Ø and hence need a map which provides the trans-

lation. By storing equal number of rows in each chunk, we do not need to store the range of

row identifiers for a given chunk in the maps. Thus a map simply contains starting file offsets

of compressed chunks in the file. The size of map is considerably smaller than actual indexes.

Note that since we are dealing with file sizes greater than 2GB (which use 32 bit file offsets) we

use 64 bit file offsets. If a partition has ñ rows and each compressed chunk has º rows then

size of map will be ò ñÁó-º bytes, which is typically of order of hundreds of kilobytes for our

datasets. This map can be stored in memory which speeds up access further. Moreover we need

only one map per vertical partition.

Each partition essentially has a map whereas a given column may or may not have an index.

The map is built for a partition whereas an index is built for a column. Note that we are not

compressing the indexing structures to avoid processing complexity.

4.2 Design decisions about indexing

The attributes whose values are required in equality or range predicates and those that are keys

or that participate in join predicates require fast access paths. The performance of queries
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largely depends upon what indexes or hashing schemes are exploited for the processing of

selection and joins. Insertions, deletions or updates adds to the overhead of index maintenance.

Since we are concerned with data warehouses which do not undergo frequent updates and are

almost static over large window of time, we seldom encounter these overheads.

The physical design decisions for indexing are as follows:

1. Whether to index an attribute

2. What attribute or attributes to index on

3. Whether to set up a clustered index

4. Whether to use a hash index over a tree index

4.3 Handling Updates

Though data warehouses are not subjected to frequent updates, but still we look at this aspect

of handling unexpected update which may occur due to incorrect computation while insertion

which needs to be rectified. The index structure we proposed can handle updates. Moreover

as we are using file offsets instead of disk addresses the data and the indexes can be shipped to

other machine without any modification.

If a new row is added to data then, we simply need to do insertion of the key value into

index. If addition of row into data creates a new chunk then an extra entry is appended to the

map otherwise the map remains unchanged but the last chunk is decompressed, new row is

added , the chunk is compressed and appended to existing partition.

When a value in a row needs to be modified to reflect corrections in the data, then the chunk

size in which that row appears may change. If the chunk size becomes smaller than previous

size then a hole will be created in the partition and no changes are made to the map. But if

the chunk becomes larger then we can use standard database technique of creating a overflow

chunk for this chunk at the end of the partition file. Hence an extra chunk will be required to

read while processing this chunk. Under such situations the key needs to be deleted and the

corrected key is inserted.
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Case Study: System-Y

The techniques presented in this paper are intended to be applicable to general data warehouse

system. To evaluate our system on real data we conducted a case study on System-Y dataset

obtained from a popular web-portal. The dataset is generated from web logs collected from

various servers followed by some processing over it. The data is stored in plain text format and

is compressed using gzip [1] algorithm. Their data warehouse system say System-Y, provides

SQL-like interface to applications running on top of it which are primarily data mining tasks.

The size of the gzip compressed file is around 3GB and the size of the original uncompressed

data is around 28GB. The data had 13 columns having nine alphanumeric and four numeric

fields. The columns along with their example values are explained in Table 5.1. The values Ï
and ô in the õ à�Ò Ó column refer to alpha-numeric and numeric respectively. The total number

of rows were close to 140 million. The queries that run on System-Y are primarily C++ pro-

grams that decompresses the whole gzipped file before processing it. The data is not partitioned

vertically, hence even for a query involving only few columns all the columns will have to re-

trieved. The query execution consists of linear scan of the decompressed file or external sorting

in case of group-by type queries. However the data is sorted on column
� � so in order to avoid

sorting for group-by queries, the system prevents users from asking a group-by query on other

columns. System-Y does not use any indexes.

Broadly speaking the workload on System-Y can be classified into four types of queries

given as follows.

26
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Column name Type Example
RT A p/c
SI N 15050006
BC A bj000q8tp5tt2&b=2
LC A jesusmiguel chuy/y
RW A 7q
IPA A 18d8040f
AI A 624029B̂3135262B̂150620
PC A m2bvvca60100g
TS N 1000482594

OSE N 1,2
BRE N 1,2
MC A q1=PGPgABIAYYAAUA–;q2=PGMiqQ–
E A QUFBQOFDQUR

Table 5.1: Dataset Attributes

��� : select A...B from T

where C relop º
��� : select A...B from T

where C relop º1� logop D relop ºl�
��� : select A...B from T

where C in list; list is in memory list

�è� : select A...B from T group by C;

where A,B,C,D are columns, T is relation ºH� , º � , º are constants, logop is logical oper-

ator ( Ç � Ø , Õ®Ö ) and relop is either of ( Ú , æ , � , ö , ÷ )

The aim was to improve the query processing for this setup. We modified the system so as

to incorporate compression in such a way that indexes can be built directly on the compressed

data. Our system does not need the entire file to be decompressed in order to process a part of

the data. This is because we compress chunks of a vertical partition obtained after horizontal

partitioning. The indexes store the file offsets of these compressed chunks, so in order to retrieve

a row you just need to decompress the data in the chunk. Whereas in their system we would

have to decompress the entire file and then scan each row to reach up to a particular row. Thus
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our system achieves better performance at the expense of extra indexing structures. However as

will be shown in Section 6 there is minimal space overhead.
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Performance Evaluation

We conducted our experiments on Pentium IV 2.4GHz 512GB RAM, FreeBSD machine. Database

routines and indexes were implemented using C API provided by Berkeley DB library 4.2.52.

For gzip, Huffman and run-length encoding compression primitives we used zlib version 1.2.1

library. System-Y also uses zlib library for compression hence in order to do fair comparison

we have also chosen it. We implemented the LZW algorithm in C.

6.1 Schema

The test workload consisted of queries of type �ç�/�ä�S�S���è� as mentioned in Section 5. For the

experimental workload the attribute affinity matrix is given in Table 2.3 and the attribute usage

matrix is given in Table 2.2. After applying the graphical vertical partitioning algorithm to the

affinity graph of the given test workload we obtain the partitioning as shown in Figure 6.1,

which also depicts the steps of the partitioning algorithm. Our schema design consisted of

10 vertical partitions as shown in Figure 6.1. The node numbers in Figure 6.1 corresponds to

column number.

29
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Figure 6.1: Partitions obtained after applying graph algorithm

6.2 Optimal chunk size

After finding the partitioning scheme using the workload the next step is creating the partitions.

This involves determining the chunk size and compression algorithm. In order to determine the

optimal chunk size so that decompression overhead is balanced by compression factor, we var-

ied the chunk sizes from ten rows to the entire file size and computed the total space taken by all

the partitions. We used gzip algorithm for this purpose. Alternative way is to compute optimal

chunk size for each partition. so that we use different chunk sizes for different partitions. This

will require storing the chunk sizes in the map itself.

From Figure 6.2 we find that the knee of the curve appears at 1000 rows hence the optimal

chunk size is 1000 rows. For further experimentation we kept chunk size equal to 1000 rows.
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Figure 6.2: Determination of optimal chunk size

6.3 Cost model

To evaluate a candidate solution � partition set, indexed columns, type of each index, compres-

sion technique � from the search space , we need a cost model which gives the cost due to

query execution time and storage space required. Our proposed cost model is as described in

Tables 6.2 and 6.3. Note that the numbers expressed in the tables refer to algorithms that were

used for the query execution. e.g., 1.4 refers to algorithm number 1.4 in Section 6.4.

6.4 Query execution algorithms

The algorithms that were used for executing the queries that belong to query types �¥� to ���
are explained in this section. The cost of each of this algorithm is mentioned in the Tables 6.2

and 6.3.
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Description Notationºxø¶ù column �;�
No. of rows in original data ô
No. of columns in original data ñ
No. of disk blocks in original data

�
No. of disk blocks in compressed file

��ú
No. of disk blocks occupied by column º � �
No. of disk blocks occupied by compressed
column º � �ú
Ratio of range of values of a column and
no. of blocks the values appear in

á ÒHÖ Ó Ç Ø
Result cardinality(rows) ô�û
Original file size in Bytes

¸
Cardinality of list for ü list ü
query type ���
Number of duplicate block
addresses obtained from index � Ø Ñ
No. of separately compressed gzip chunks ý
( ýª� ¿ if whole file is compressed together)

Table 6.1: Notations for cost model

6.4.1 Query type þvÿ�� þ���� þ��

Horizontal

1.1 Read each block sequentially, decompress and evaluate the condition on ��� for each row.

Output rows which satisfy the condition.

1.2 Binary search is performed on column ��� since it is already sorted.

1.3 Access the index on �;� and get the desired block offsets, sort them to remove duplicate

block addresses and fetch the corresponding blocks. Decompress the block and check condi-

tion on �;� for each row, output the rows which satisfies the condition.

1.4 For ���/�j��� (Same as 1.3). For ��� do sort-merge, i.e. sort list in memory and merge with

�N� . This requires single scan.
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NO INDEX INDEX ON �;�
Dataset not sorted on�N� Dataset sorted on �;� Data not sorted on�N� Data sorted on �;�

Horizontal
Storage

�)ú ��ú �)ú
+ Index on �;� �)ú

+ Index on �;�
Disk
Access

1.1
�)ú

1.2 ÛÜÕ Ù7¹ �èú » 1.3 ( ô�û ¾
� � »�� ¹ �)ú óSý)»
	 1.4

Disk Access for �"�p�j���ô Ö ¹ ýNóäô »�� ¹ � �èóSý)»
	
Disk Access for ����)ú

sort-merge
Vertical

Storage
�)ú ��ú �)ú

+ Index on �;� �)ú
+ Index on �;�

Disk
Ac-
cess

2.1� �ú
À ¹ ô�û ¾� Ø ÑA»�� � ¨ú óSýW¨�	 ×

2.2ÛÜÕ Ù7¹ � �ú »Àô�û ¹ ýNóäô »�� � ¨ú óäýd¨�	 ×
2.3¹ ô�û ¾� Ø Ñ/»�� � ¨ú óSýW¨
	 ×À Index Access

2.4
Disk Access for �"�p�j���ô�û ¹ ýW¨ÜóAô »�� ¹ � ¨ú óäýd¨ »�	 ×À Index Access
Disk Access for ���ô�û ¹ ýW¨ÜóAô »�� ¹ � ¨ú óäýd¨ »�	 × À� �ú
sort-merge

Table 6.2: Cost for query types �ç�/����� and ���
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Vertical

2.1 Read each compressed block of column ��� , decompress it and apply condition on each row.

Get the row ids which satisfy the condition, get the corresponding rows of columns �
¨3�S�S�Ì�d«
using their maps.

2.2 Binary search on column �i� , followed by extracting �N¨ �S�ä���d« as in 2.1. For ��� do sort-

merge as in 1.4.

2.3 Access the index on �;� to get the desired block offsets, sort them and remove duplicates.

Get row ids in �;� that satisfy condition and get corresponding rows using maps of �i¨ �S�S�Ì�d« .

2.4 Same as 2.3 for ���p�j��� . For ��� do sort-merge.

NO INDEX INDEX ON �;�
Data not sorted on�N� Data sorted on �;� Data not sorted on�N� Data sorted on �;�

Horizontal
Storage

�)ú À ¹ � ¨ú À �S�ä��À� «ú »=À � �ú
��ú �)ú

+ Index on �;� �)ú
+ Index on �;�

Disk
Ac-
cess

1.1��ú
À× ¹ �)ú óSñ » ÛÜÕ Ù7¹ × ��ú óSñ »

1.2
�)ú

1.3
Index block access +¹ ô�û ¾v� Ø Ñ/»�� � �èóSý�	

1.4
�)ú

Vertical
Storage

�)ú À � �ú ��ú �)ú
+ Index on �;� �)ú

+ Index on �;�
Disk
Ac-
cess

2.1 (
� �ú À� � ÛÜÕ Ù7¹ � �S»�À � ¨ú À�ä�S�®À � «ú

2.2
� �ú À � ¨ú À �S�S��À� «ú 2.3 Index access

+
� �ú À ¹ ô�û ¾� Ø Ñ/»�� � ¨ú óSýW¨
	 ×

2.4
� �ú À � ¨ú ÀO�S�ä� � «ú

Table 6.3: Cost for query type ���
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6.4.2 Query type þ��

Horizontal

1.1 Extract column �N¨ �S�ä���d«B�j�N� and Sort on �N� . Find groups in one scan of this sorted data.

1.2 Find groups in one scan of this sorted data.

1.3 For each entry in index of �i� get the set of block offsets, these corresponds to a group.

Access �_¨ �S�S�Ì�d« corresponding to the rows in a group.

1.4 Same as 1.2

Vertical

2.1 Sort the column �;� , group, get values in desired order from �;¨3�S�S�Ì�d« using map

2.2 Group on �;� in single scan, get values in desired order from �i¨3�S�ä���d« using map

2.3 Using index on �;� , make groups, get column �;¨ �ä�S���d« values in desired order using map

2.4 Same as 2.2

6.5 Compression Performance

The characteristics of data set are as follows. The data had around 139 million rows and the to-

tal size was 27 GB uncompressed and 2.5 GB gzip compressed. We evaluated the compression

algorithms discussed in Section 3 on the given dataset for compression ratios. This evaluation

is depicted in Figure 6.3 which shows the total space consumption after applying compres-

sion on vertical partitioned chunk-compressed data. The total space consumption as shown

in Figure 6.3 consisted of partitions, indexes and maps. In Figure 6.3 Gzip-chunk, RLE, Huf

and LZWcorresponds to system which uses chunk-level compression on vertically partitioned
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Figure 6.3: Total Space Requirement

data using gzip, run-length encoding, Huffman encoding and LZW compression algorithms

respectively. Gzip-full corresponds to System-Y which uses file-level compression using gzip

algorithm. Orig corresponds to original uncompressed file size. The map size was same for

each partition i.e. 1.1 MB.

It is quite clear from Figure 6.3 that Gzip-chunk and Gzip-full achieve almost same com-

pression ratio. The reason for this behavior is that after we increase the window for finding

recurring patterns beyond few kilobytes the compression algorithm does not improve on com-

pression ratio. LZW, RLE, Huf behave similarly achieving poor compression as compared

to gzip algorithm. Thus we conclude that to achieve better compression ratio gzip algorithm

should be used which achieves a compression factor of about 10.

6.6 Execution time

For the given setup we compared the execution times of each query type on our system against

System-Y as shown in Figures 6.4 and 6.5. The comparison was done on systems with index

and without index varying the compression algorithms. Note that that the data configurations

are the same for these experiments.
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6.6.1 Without Index

Figure 6.4: Execution Time without index

The values on X-axis are the query types �ç� to ��� . From Figure 6.4 it is evident that for

all the query types partitioned schema with compression provides better performance. This is

because only the partition containing the columns in the query are accessed there by saving

extra disk accesses and processing of undesired columns. For query types �¥� and ��� , gzip-

chunk achieves around 45% improvement and for ��� and ��� , it achieves 37% improvement.

Thus gzip-chunk is a desirable technique for compressing partitioned data.

6.6.2 With Index

The indexes were built on column 1 (SI) and column 2 (BC) and were B ð -tree indexes. The

index construction time is not taken into account as it is amortized over executions of multiple

queries. Note that Gzip-full scheme corresponds to System-Y. The experiments were done

only for query types ��� and ��� because only these queries required index for their execution.

From Figure 6.5 it is evident that for query types �ç� and ��� (which took just below a second

to execute) we achieve four orders of magnitude improvement due to use of indexes which

System-Y lacks. The total size of the indexes was around 300 MB which is 10% of compressed
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Figure 6.5: Execution Time with index

data size and 1% of uncompressed data size. For these queries System-Y will have to do single

scan of entire data, whereas we need to read the appropriate chunk containing that key value. It

is not surprising that the our technique with index is more efficient than the one without it.
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Related Work

Most data ware house implementation are centered around relational database. We have consid-

ered data warehouse whose size cannot be handled by traditional RDBMS. The general ideas

of database compression have been discussed in [27, 28, 7, 3, 26]. These studies evaluate the

various types of compression techniques from a storage perspective but do not consider their

suitability for database query processing. Considerable work has been done in the field of com-

pression of scientific and statistical databases (e.g. [4, 9, 21, 2, 19]). However, the nature of

data and the types of operations in these databases differ significantly from those in commercial

databases, which is our target domain. While [11] brings out the potential of compression with

respect to query processing, [16] is an excellent investigation of the implementation practicality

of these ideas.

Several vertical partitioning algorithms have been proposed in the literature. Hoffer and

Severance [14] measure the affinity between pairs of attributes and try to cluster attributes ac-

cording to their pairwise affinity by using the bond energy algorithm (BEA) [21]. Hammer and

Niamir [13] use a file design cost estimator and a heuristic to arrive at a ”bottom up” partition-

ing scheme. Navathe, et al [23] extend the BEA approach and propose a two phase approach

for vertical partitioning. Cornell and Yu [8] apply the work of Navathe [23] to physical design

of relational databases. Ceri, Pernici and Wiederhold [6] extend the work of Navathe [23] by

considering it as a ‘divide’ tool and by adding a ‘conquer’ tool. In addition to these vertical

partitioning algorithms, there are many data clustering techniques [17], traditionally used in

39
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pattern recognition and statistics, some of which can be adapted to partitioning of a database.

These data clustering algorithms include Square-error clustering [17], Zahn’s clustering [31],

Nearest-neighbor clustering [20] and Fuzzy clustering [17].



Chapter 8

Yippee: Software prototype

In this chapter we present a software prototype of the system we developed which integrates the

concepts of partitioning, compression and indexes.

8.1 Features

The software prototype developed implements the techniques we have proposed in this report.

The system is called Yippee and it serves as a tool to data warehouse designers. The backend is

implemented in C and Perl which is around 7000 LOC whereas the GUI is implemented using

Java Swing (1000 LOC).

The snapshots of Yippee are shown in Figures 8.1, 8.2, 8.3. Yippee has three modules. First

one takes the query workload as input and comes up with partitioning scheme based on graph-

based algorithm as discussed in Section 2. The second module takes the partitioning scheme as

input. It has various configurable parameters like number of rows per chunk and compression

algorithm. Currently, Yippee has support for compression algorithms like gzip, Huffman, RLE

and LZW. The third module is the query execution engine, which given a user query executes it

with the specified configuration. It gives the query output together with time statistics.

41
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Figure 8.1: Yippee: Generate Partition module
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Figure 8.2: Yippee: Create Partition module
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Figure 8.3: Yippee: Query Execution module
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8.2 System Architecture

The system architecture of Yippee is shown in Figure fig:yippee. It automatically generates

vertical partitions based on workload information, compression algorithm and chunk size. It

also allows the user to specify SQL queries which run on the vertically partitioned data.

Data  Layer

Indexes Maps

Query Engine

Compression/Decompression
module

Partitions

Figure 8.4: System Architecture of Yippee

The architecture consists of the following components:

� Query Engine

It provides support for executing SQL queries. The current version of Yippee has limited

support for SQL. It only supports equality, range, group-by and order-by queries.

� Data Layer

This layer provides the required data to the SQL operators from the storage. It gets

the requests from query engine and it then uses the indexes and maps and fetches the

required data from the partitions stored on the disk. The data layer maintains sufficient

information about the indexes and maps and the mappings from logical table names to

files and column names to partitions.
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� Compression/Decompression module

This module receives requests from data layer in form of (partition name, chunk offset),

this layer than fetches the chunk from the given file storing that partition, decompresses

it using appropriate compression algorithm and returns the decompressed chunk to data

layer.
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Conclusions and Future Work

We have analyzed the effect of schema design, compression and indexing on the performance of

file-based tera-byte size data warehouse system. We have tried graphical vertical partitioning al-

gorithm for schema design. We have also studied the effect of various compression techniques

on space requirement and execution time of query. We modified existing index structure to

couple with vertically partitioned chunk compressed data format. We have shown that the tech-

niques suggested in this report lead to four orders of performance benefit for selection queries

and 45% improvement in execution time for group by queries, with a small space overhead of

10% due to index structures. We have developed a software prototype - Yippee which integrates

the concepts proposed in this paper. Yippee serves as a tool to database schema designer.

We look forward to automate some parts of Yippee. We plan to add automated index selector

to Yippee. We also want to modify our system to scale to distributed environment.
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