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Abstract

Data mining services require accurate input data for their results to be meaningful, but privacy

concerns may influence users to provide spurious information. To preserve client privacy in

the data mining process, a variety of techniques based on random perturbation of data records

have been proposed recently.

However, mining the perturbed database can be orders of magnitude more time-consuming

as compared to mining the original database. In this work, we address this issue and demon-

strate that by (a) generalizing the distortion process to perform symbol-specific distortion, (b)

appropriately choosing the distortion parameters, and (c) applying a variety of optimizations

in the reconstruction process, runtime efficiencies that are well within an order of magnitude

of undistorted mining can be achieved.

Also, we present a generalized matrix-theoretic model of random perturbation, which facil-

itates a systematic approach to the design of perturbation mechanisms for privacy-preserving

mining. Specifically, we demonstrate that (a) the prior techniques differ only in their settings

for the model parameters, and (b) through appropriate choice of parameter settings, we can de-

rive new perturbation techniques that provide highly accurate mining results even under strict

privacy guarantees. We also propose a novel perturbation mechanism wherein the model pa-

rameters are themselves characterized as random variables, and demonstrate that this feature

provides significant improvements in privacy at a very marginal cost in accuracy.

While our model is valid for random-perturbation-based privacy-preserving mining in gen-

eral, we specifically evaluate its utility here with regard to frequent-itemset mining on a vari-

ety of real datasets. The experimental results indicate that our mechanisms incur substantially

lower identity and support errors as compared to the prior techniques.
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Chapter 1

Introduction

1.1 Privacy Concerns in Data Mining

The knowledge models produced through data mining techniques are only as good as the

accuracy of their input data. One source of data inaccuracy is when users, due to privacy

concerns, deliberately provide wrong information.

The compulsion for doing so may be the (perhaps well-founded) worry that the requested

information may be misused by the service provider to harass the customer. As a case in point,

consider a pharmaceutical company that asks clients to disclose the diseases they have suf-

fered from in order to investigate the correlations in their occurrences – for example, “Adult

females with malarial infections are also prone to contract tuberculosis”. While the company

may be acquiring the data solely for genuine data mining purposes that would eventually re-

flect itself in better service to the client, at the same time the client might worry that if her

medical records are either inadvertently or deliberately disclosed, it may adversely affect her

employment opportunities.

With the dramatic increase in digital data, concerns about informational privacy have

emerged globally [17] [18] [27] [34]. Privacy issues are further exacerbated now that the

World Wide Web makes it easy for the new data to be automatically collected and added to

databases [13] [14] [23] [39] [40] [41].

1
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1.2 Existing Techniques for Privacy-Preserving Mining

To encourage users to submit correct inputs, a major research in recent years in data mining

has been for the development of techniques that incorporate privacy concerns. Specifically,

such techniques address the following question. Since the primary task in data mining is the

development of models about aggregated data, can we develop accurate models without access

to precise information in individual data records? [3]

In a nutshell, the privacy preserving mining methods modify the original data in some way,

so that the privacy of the user data is preserved and at the same time the mining models can

be reconstructed from the modified data with reasonably accuracy. Various approaches have

been proposed in the existing literature for privacy-preserving data mining which differ with

respect to their assumptions of data collection model and user privacy requirements.

The perturbation approach used in random perturbation model works under the strong

privacy requirement that even the dataset forming server is not allowed to learn or recover

precise records. Users trust nobody and perturb their record at their end before providing it

to any other party. In the pioneering work of [3], privacy-preserving data classifiers based

on adding random noise to the record values were proposed. This work was extended in

[7] and [25] to address a variety of subtle privacy loopholes. New randomization operators

for maintaining data privacy were presented and analyzed in [19, 28]. These methods are

for categorical/boolean data and are based on probabilistic mapping from domain space to the

range space rather than by incorporating additive noise to continuous valued data. A theoretical

formulation of privacy breaches for such methods and a methodology for limiting them were

given in the foundational work of [20].

Another model of privacy preserving data mining is k-anonymity model [33]. k-anonymity

model[33] does not satisfy the strong privacy requirements of random perturbation model.

The condensation approach discussed in [10] also requires the relaxation of the assumption

that even the data forming server is not allowed to learn or recover records, as in k-anonymity

model.

[4, 5, 6, 26] deal with Hippocratic databases which are the database systems that take

responsibility of the privacy of data they manage. It involves specification of how the data is
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to be used in a privacy policy and enforcing limited disclosure rules.

Maintaining input data privacy is considered in [24, 35, 36, 37] in the context of databases

that are distributed across a number of sites with each site only willing to share data mining

results, but not the source data.

Finally, [11, 16, 29, 30] addresses the problem of how to prevent sensitive rules from being

inferred by the data miner – it addresses concerns about output privacy, rather than the privacy

of the input data.

1.3 Our Contributions

Our work is in context of random perturbation model for privacy preserving mining. In this

context we make the following contributions :

Efficient privacy-preserving mining While various schemes for privacy-preserving mining

have been proposed for simultaneously achieving privacy of user data and reasonable accu-

racy of mining results, a problem left unaddressed was characterizing the runtime efficiency

of mining the distorted data as compared to directly mining the original data. Our subsequent

analysis has shown that this issue is indeed a major concern: Specifically, taking MASK al-

gorithm [8] as our base for analysis, we have found that on typical market-basket databases,

privacy-preserving mining can take as much as two to three orders of magnitude more time as

compared to direct mining. In this work, we address this runtime efficiency issue in privacy-

preserving association rule mining, which to the best of our knowledge has never been previ-

ously considered in the literature. We demonstrate that it is possible to bring the efficiency to

well within an order of magnitude with respect to direct mining, while retaining satisfactory

privacy and accuracy levels. This improvement is achieved through changes in both the distor-

tion process and the mining process of MASK, resulting in a new algorithm that we refer to as

EMASK. Our new design is validated against a variety of synthetic and real datasets.

Generalized framework for strict privacy-preserving mining The trend in the prior liter-

ature has been to propose specific perturbation techniques, which are then analyzed for their



Chapter 1. Introduction 4

privacy and accuracy properties. We move on, in this work, to presenting FRAPP (FRamework

for Accuracy in Privacy-Preserving mining), a generalized matrix-theoretic framework that

facilitates a systematic approach to the design of random perturbation schemes for privacy-

preserving mining. FRAPP quantitatively characterizes the sources of error in random data

perturbation and model reconstruction processes. While various privacy metrics have been

discussed in the literature, FRAPP supports a particularly strong notion of privacy, originally

proposed in [20]. Specifically, it supports a measure called “amplification”, which guarantees

strict limits on privacy breaches of individual user information, independent of the distribution

of the original data. We demonstrate that various prior techniques for random perturbation fall

into this framework differing only in their settings of the FRAPP parameters.

New perturbation mechanisms We demonstrate that through appropriate choice of FRAPP

parameter settings, new perturbation techniques can be constructed that provide highly accu-

rate mining results even under strict privacy guarantees. In particular, we show that our choice

of parameters is optimal for minimizing estimation error under given conditions. Efficient

implementations for these new perturbation techniques are also presented.

Novel random parameter approach We investigate here, for the first time, the possibility

of randomizing the perturbation parameters themselves. The motivation is that it could lead

to an increase in privacy levels since the exact parameter values used by a specific client will

not be known to the data miner. This scheme has the obvious downside of perhaps reduc-

ing the model reconstruction accuracy. However, our investigation shows that the trade-off is

very attractive in that the privacy increase is substantial whereas the accuracy reduction is only

marginal. This opens up the possibility of using FRAPP in a two-step process: First, given

a user-desired level of privacy, identifying the deterministic values of the FRAPP parame-

ters that both guarantee this privacy and also maximize the accuracy; and then, (optionally)

randomizing these parameters to obtain even better privacy guarantees at a minimal cost in

accuracy.
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Empirical evaluation of new mechanisms We specifically evaluate the performance of our

new perturbation mechanisms on the popular mining task of finding frequent itemsets, the

cornerstone of association rule mining. Here, we focus on its applications to categorical

databases, where the domain of each attribute is finite. Note that boolean data is a special case

of this class, and further, that continuous-valued attributes can be converted into categorical

attributes by partitioning the domain of the attribute into fixed length intervals. Our evaluation

on a variety of real datasets shows that both identity and support errors are substantially lower

than those incurred by the prior privacy-preserving techniques.

1.4 Organization of the report

The report is organized as follows :

In Chapter 2 we give the basic notions of privacy and accuracy quantifications used in this

report.

Chapter 3 addresses the efficiency issues in MASK algorithm for privacy preserving min-

ing. Section 3.1 provides background information about the original MASK algorithm. Sec-

tion 3.2 explains the efficiency concerns in MASK. Then, in Section 3.3, we present the details

of our new EMASK(Efficient-MASK) privacy-preserving scheme. The performance model

and the experimental results are highlighted in Sections 3.4 and 3.5, respectively.

Chapter 4 deals with the framework for random perturbation schemes under strict pri-

vacy guarantees. The FRAPP framework for data perturbation and model reconstruction is

presented in Section 4.1. Appropriate choices of FRAPP parameters for simultaneously guar-

anteeing strict data privacy and providing high model accuracy are discussed in Section 4.2.

The impact of randomizing the FRAPP parameters is investigated in Section 4.3. Efficient

schemes for implementing the new perturbation mechanisms are described in Section 4.4. In

Section 4.5, we discuss the application of our mechanisms to association rule mining. Then,

in Section 4.6, the utility of FRAPP in the context of association rule mining is empirically

investigated.
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Finally, in Chapter 5, we summarize the conclusions of our study and outline future re-

search avenues.



Chapter 2

Basic Notions

2.1 Data Collection Model

Suppose there are N clients C1, . . . , CN connected to the server. Each client Ci contributes a

tuple Ui of M attributes to the mining dataset U . We denote the j th attribute of this tuple as

Uij . Each client perturbs her tuple before submitting it to the server in order to preserve its

privacy. The modified dataset formed as a result of perturbation of original records is denoted

by V . MASK [28] and subsequently the EMASK algorithm proposed by us assume the

dataset U and V to be boolean, i.e. each attribute is a boolean attribute with only two possible

values ’0’ and ’1’ resulting in a tuple of 0’s and 1’s from each client. FRAPP provides a more

generalized framework with each attribute j being a categorical attribute with domain S j
U and

Sj
V respectively for original and perturbed datasets.

2.2 Privacy Quantification

To measure the extent to which a given privacy-preserving mining is able to keep the private

information of the user private, various quantifications of privacy have been proposed.

7
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Basic Privacy (BP)

This notion of privacy had been proposed in [28] in context of boolean database. The basic

privacy measures the probability that given a random customer Ci who bought an item j, her

original entry for j, i.e. ’1’, can be accurately reconstructed from the distorted entry, prior

to the mining process. We can calculate this privacy in the following manner, Let Uij be

the original entry corresponding to item j in a tuple Ui and Vij be its distorted entry. The

reconstruction probability of a ’1’ is given by

R1 = Pr(Vij = 1|Uij = 1) Pr(Uij = 1|Vij = 1) + Pr(Vij = 0|Uij = 1) Pr(Uij = 1|Vij = 0)

=
Pr(Vij = 1|Uij = 1)2 Pr(Uij = 1)

Pr(Vij = 1)
+

Pr(Vij = 0|Uij = 1)2 Pr(Uij = 1)

Pr(Vij = 0)
(2.1)

The Basic privacy offered to 1’s is simply 100(1 −R1).

Reinterrogation privacy (RP)

Reinterrogation privacy takes into account the reduction in privacy due to the knowledge of

the output of the mining process – namely, the association rules, or equivalently, the support

of frequent itemsets [2]. Privacy breach due to reinterrogation stems from the fact that an

individual entry in the distorted database may not reveal enough information to reconstruct

it, but on seeing a long frequent itemset in the distorted database and knowing the distorted

and original supports of the itemset one may be able to predict the presence of an item of the

itemset with more certainty. As an example situation, suppose the reconstructed support of

a 3-itemset present in a transaction distorted with flipping probability p = 0.1 [28], is 0.01.

Then the probability of this 3-itemset coming from a ’000’ in the original transaction is as low

as 0.1 ∗ 0.1 ∗ 0.1 ∗ 0.99 = 0.00099. Thus, with the knowledge of support of higher length

itemsets the miner can predict the presence of an item of the itemset in the original transaction

with higher probability.

Our method of estimating reinterrogation privacy breach is based on that described in [19]

for computing privacy breaches. We make the extremely conservative assumption here that the

data miner is able to accurately estimate the exact supports of the original database during the
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mining process. The method of calculating reinterrogation privacy is as follows:

• First, for each item that is part of a frequent itemset, we compare the support of the

frequent itemset in the distorted data with the support of the singleton item in the original

data. For example, let an itemset {a,b,c} occur a hundred times in the randomized data

and let the support of the item b in the corresponding hundred transactions of the original

database be twenty. We then say that the itemset {a,b,c} caused a 20% privacy breach for

item b due to reinterrogation, since for these hundred distorted transactions, we estimate

with 20% confidence that the item b was present in the original transaction.

• Then, we estimate the privacy of each ’1’ appearing in a frequent item column in the

original database. There are two cases: 1’s that have remained 1’s in the distorted

database, and 1’s that have been flipped to 0’s. For the former, the privacy is estimated

with regard to the worst of the privacy breaches (computed as discussed above) among

all the frequent itemsets of which it is a part and which appear in the distorted version

of this transaction. For example, for an item b in the original transaction {a,b,c,d,e},

the privacy breach of b is the worst of the privacy breaches due to all frequent itemsets

which are subsets of {a,b,c,d,e} and contain b.

In the latter (flip) case, the privacy is set equal to the average Basic Privacy value –

this is because for the flipping probability values for ’0’ that we consider in this work,

which are close to 0.0 as discussed later, most of the large number of 0’s in the original

sparse matrix remain ’0’, so a ’1’ flipping to a ’0’ is resistant to privacy breaches due to

reinterrogation.

• Next, for the 1’s present in in-frequent columns, the privacy is estimated to be the Basic

Privacy since these privacies are not affected by the discovery of frequent itemsets.

• Finally, the above privacy estimates are averaged over all 1’s in the original database to

obtain the overall average reinterrogation privacy.
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Strict Privacy (SP)

Strict privacy refers to a worst case notion of privacy given by [20]. It gives a criterion that

should be satisfied by any privacy preserving algorithm in order to ensure privacy guarantees

independent of the distribution of data.

A privacy breach is defined as a situation when, for some client, the disclosure of its ran-

domized private information to the server reveals that a certain property of client’s private

information holds with high probability [19]. Prior probability is the likelihood of the prop-

erty in the absence of any knowledge about private information; posterior probability is the

likelihood of the property given the randomized value. A ψ1− to−ψ2 privacy breach is said to

occur if for some client, a property with prior probability less than ψ1 has posterior probability

equal to or more than ψ2. Thus a privacy preserving technique is said to have strict privacy

(ψ1, ψ2) if it guarantees that no ψ1 − to − ψ2 breaches could occur, regardless of the prior

distribution.

[20] also gives conditions under which a privacy preserving technique can provide such

strict (ψ1, ψ2) privacy guarantees.

The algorithms discussed in Chapter 3 are designed to satisfy Basic Privacy and Reinter-

rogation privacy requirements. Chapter 4 discusses algorithms which perform with reasonable

accuracy even with Strict Privacy guarantees.

2.3 Mining Objectives

As most of the study carried out in this work has been evaluated in context of the popular min-

ing task of association rule mining, we present in this section a brief background on association

rule mining objectives.

In association rule mining task, the goal of the miner is to compute association rules on the

above database. Denoting the set of transactions in the database by T and the set of items in

the database by I, an association rule is a (statistical) implication of the form X =⇒ Y , where

X ,Y ⊂ I and X ∩ Y = φ. A rule X =⇒ Y is said to have a support (or frequency) factor s

iff at least s% of the transactions in T satisfy X ∪ Y . A rule X =⇒ Y is satisfied in the set of
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transactions T with a confidence factor c iff at least c% of the transactions in T that satisfy X

also satisfy Y . Both support and confidence are fractions in the interval [0,1]. The support is a

measure of statistical significance, whereas confidence is a measure of the strength of the rule.

A rule is said to be “interesting” if its support and confidence are greater than user-defined

thresholds supmin and conmin, respectively, and the objective of the mining process is to find

all such interesting rules. It has been shown in [1] that achieving this goal is effectively equiv-

alent to generating all subsets X of I that have support greater than supmin – these subsets are

called frequent itemsets. Therefore, the mining objective is, in essence, to efficiently discover

all frequent itemsets that are present in the database.

2.3.1 Mining Accuracy Quantification

Privacy-preserving association rule mining aims at preserving privacy of data while allowing

the miner to discover the frequent itemsets with reasonable accuracy through reconstruction.

But, Since random-perturbation-based privacy preserving techniques take a probabilistic ap-

proach, fundamentally we cannot expect the reconstructed support values to coincide exactly

with the actual supports. This means that we may have errors in the estimated supports of fre-

quent itemsets with the reported values being either larger or smaller than the actual supports.

Errors in support estimation can have an even more pernicious effect than just wrongly

reporting the support of a frequent itemset. They can result in errors in the identities of the

frequent itemsets. That is, we can encounter both false positives and false negatives.

Thus association rule mining errors can be quantified in terms for two metrics : Support

Error and Identity Error [28]

Support Error (ρ) :

This metric reflects the (percentage) average relative error in the reconstructed support

values for those itemsets that are correctly identified to be frequent. Denoting the number

of frequent itemsets by |f |, the reconstructed support by rec sup and the actual support
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by act sup, the support error is computed over all frequent itemsets as

ρ =
1

| f |
Σf

| rec supf − act supf |

act supf

∗ 100

Identity Error (σ) :

This metric reflects the percentage error in identifying frequent itemsets and has two

components: σ+, indicating the percentage of false positives, and σ− indicating the

percentage of false negatives. Denoting the reconstructed set of frequent itemsets with

R and the correct set of frequent itemsets with F , these metrics are computed as:

σ+ = |R−F |
|F |

∗ 100 σ− = |F−R|
|F |

* 100



Chapter 3

Efficiency Concerns in Privacy-Preserving

Mining

3.1 Background on MASK algorithm

We present here background information on the MASK algorithm, which we recently proposed

in [28] for providing acceptable levels of both privacy and accuracy.

Given a customer tuple with 1’s and 0’s, the MASK algorithm has a simple distortion

process: Each item value (i.e. 1 or 0) is either kept the same with probability p or is flipped

with probability 1 − p. All the customer tuples are distorted in this fashion and make up the

database supplied to the miner – in effect, the miner receives a probabilistic function of the

true customer database. For this distortion process, the Basic Privacy for 1’s was computed to

be

BP = 100(1 −R1(p)) = 100(1 − s0×p2

s0×p+(1−s0)×(1−p)
− s0×(1−p)2

s0×(1−p)+(1−s0)×p
) (3.1)

where s0 is the average support of individual items in the database and p is the distortion

parameter mentioned above.

Since the privacy graph as a function of p has a large range where it is almost constant,

it means that we have considerable flexibility in choosing the p value – in particular, we can

13
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choose it in a manner that will minimize the error in the subsequent mining process. Specifi-

cally, the experiments in [28] showed that choosing p = 0.9 (or, equivalently, p = 0.1, since

the graph is symmetric about p = 0.5) was most conducive to accuracy.

The concept of Re-interrogated Privacy was not considered in [28]; we include it in this

paper and compute both Basic Privacy and Re-interrogated Privacy for EMASK.

3.2 Efficiency Concerns

While MASK is successful in achieving the dual objectives of privacy and accuracy, its runtime

efficiency proves to be rather poor. For example, Figure 3.1 shows the running time (on log

scale) of MASK, implemented as an extension to Apriori[2], as compared to Apriori[2] itself,

for various settings of the minimum support parameter.The graph in Figure 3.1 shows that there

are huge differences in running times of the two algorithms – specifically, mining the distorted

database can take as much as two to three orders of magnitude more time than mining the

original database. Obviously, such enormous overheads make it difficult for MASK to be

viable in practice.
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Figure 3.1: Comparison of run time of Apriori and MASK (log scale)

The reason for the huge overheads are the following:

Increased database density: This overhead is inherent to the methods employing random
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distortion method to achieve privacy. The random perturbation methods flip 0’s to 1’s to

hide the original 1’s. Due to the generation of false 1’s, the density of the database matrix

is increased considerably. For example, given a supermarket database with an average

transaction length of 10 over a 1000 item inventory, a flipping probability as low as 0.1

increases the average transaction length by an order of magnitude, i.e. from 10 to 108.

The reason that flipping of true 1’s to false 0’s cannot compensate for this increase is

that the datasets we are considering here are sparse databases, with the number of 0’s

orders of magnitude larger than the number of 1’s. Hence the effect of flipping 0’s highly

dominates the effect of flipping 1’s.

As a result of increased transaction lengths, counting the itemsets in the distorted database

requires much more processing as compared to the original database, substantially in-

creasing the mining time. In [20], a technique for compressing large transactions is

proposed – however, its utility is primarily in reducing storage and communication cost,

and not in reducing the mining runtime since the compressed transactions have to be

decompressed during the mining process.

Counting Overhead: On distortion, a k-itemset may produce any of 2k combinations. For

example, a ’11’ may distort to ’00’,’01’,’10’ or ’11’. In order to accurately reconstruct

the support of the k-itemset, we need to, in principle, keep track of the counts of all 2k

combinations. To reduce these costs, MASK took the approach of maintaining equal

flipping probabilities for both 1’s and 0’s – with this assumption, the number of counters

required is only k [28]. Further, only k−1 of the counts need to be explicitly maintained

since the sum of the counts is equal to the database cardinality, N – the counter chosen

to be implicitly counted was the one with the expected largest count.

While these counting optimizations did appreciably reduce runtime costs, yet the over-

head in absolute terms remains very significant – as mentioned earlier, it could be as

much as two to three orders of magnitude compared to the time taken for direct mining.
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3.3 EMASK algorithm

In this section, we describe how EMASK, the algorithm that we propose in this paper, is engi-

neered to address the above-mentioned efficiency concerns with the basic MASK technique.

3.3.1 The Distortion Process

The new feature of EMASK’s distortion process is that it applies symbol-specific distortion –

that is, 1’s are flipped with probability (1 − p), while 0’s are flipped with probability (1 − q).

Note that in this framework the original MASK can be viewed as a special case of EMASK

wherein p = q.

The idea here is that MASK generates false items to hide the true items that are retained

after distortion, resulting in an increase in database density. But, if a fewer number of true

items are retained, a fewer number of false items need to be generated, and we can minimize

this density increase. Thus the goal of reduced density could be achieved by reducing the

value of p and increasing the value of q (specifically increasing it to beyond 0.9). However,

note that a decrease in p value increases the distortion significantly which can reduce accuracy

of reconstruction. Also, q or the non-flipping probability of 0s cannot be increased to very

high values as it can decrease the privacy significantly. Thus the choices of p and q have to be

made carefully to obtain a combination of p and q values, such that q is high enough to result

in decreased transaction lengths but privacy and accuracy are still achievable.

We defer the discussion on how to select appropriate values of p and q to Section 3.3.5.

3.3.2 Privacy Quantification for EMASK

As discussed in Section 2.2, privacy can be computed at various levels. EMASK is designed

to satisfy Basic Privacy(BP) and Reinterrogated Privacy (RP) requirements. We derive here

the expression for Basic Privacy(BP) for distortion probabilities p and q in EMASK. Reinter-

rogation privacy(RP) is calculated as explained in Section 2.2.

Continuing from expression in Equation 2.1 for Basic Privacy(BP); for the distortion process
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adopted by EMASK,

Pr(Vij = 1|Uij = 1) = p

Pr(Vij = 0|Uij = 1) = q

Let sj be the support of the jth item, then, from Equation 2.1,

R1(p, q, sj) =
p2sj

Pr(Vij = 1)
+

(1 − p)2sj

Pr(Vij = 0)

But,

Pr(Vij = 1) = Pr(Vij = 1|Uij = 0) Pr(Uij = 0) + Pr(Vij = 1|Uij = 1) Pr(Uij = 1)

= sjp+ (1 − sj)(1 − q)

And,

Pr(Vij = 0) = 1 − Pr(Vij = 1) = sj(1 − p) + (1 − sj)q

Therefore,

R1(p, q, sj) =
p2sj

sjp+ (1 − sj)(1 − q)
+

(1 − p)2sj

sj(1 − p) + (1 − sj)q

The overall reconstruction probability of 1’s is now given by

R1(p, q) =

∑
i sjR1(p, q, sj)∑

i sj

and the Basic privacy offered to 1’s is simply 100(1 −R1(p, q)).

The above expression is minimized when all the items in the database have the same sup-

port, and increases with the variance in the supports across items. As a first-level approxima-

tion, we replace the item-specific supports in the above equation by s0, the average support of

an item in the database. With this, the reconstruction probability simplifies to
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R1(p, q) = p2s0

s0p+(1−s0)(1−q)
+ (1−p)2s0

s0(1−p)+(1−s0)q
(3.2)

In Figure 3.2 we plot 100(1−R1(p, q)) i.e. privacy for different values of p and q at s0=0.01

– the shadings indicate the privacy ranges. Note that the color of each square represents the

privacy value of the lower left corner of the square. We observe here that there is a band

of values for p and q in which the privacy is greater than the 80% mark. Specifically, for q

between 0.1 and 0.9, high privacy values are attainable for all p values, and the whole of this

region appears black. Beyond q = 0.9, privacy above 80% is attainable but only for low p

values. Similarly for q below 0.1, high privacy can be obtained only at high p values.
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Figure 3.2: Basic Privacy of EMASK

3.3.3 The EMASK Mining Process

Having established the privacy obtained by EMASK’s distortion process, we now move on to

presenting EMASK’s technique for estimating the true supports of itemsets from the distorted

database. In the following discussion, we first show how to estimate the supports of 1-itemsets

(i.e. singletons) and then present the general n-itemset support estimation procedure. In this
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derivation, it is important to keep in mind that the miner is provided with both the distorted

matrix1 as well as the distortion procedure, that is, he knows the values of p and q that were

used in distorting the true data matrix.

Estimating Singleton supports

We denote the original true matrix by U and the distorted matrix, obtained with distortion

parameters p and q, as V . Now consider a random individual boolean attribute j. Let cU
1 and

cU0 represent the number of 1’s and 0’s, respectively, in the j column of U , while cV
1 and cV0

represent the number of 1’s and 0’s, respectively, in the j column of V . With this notation, we

estimate the support of j in U using the following equation:

CU = A−1CV (3.3)

where

A =


 p 1 − q

1 − p q


 CV =


 cV1

cV0


 CU =


 cU1

cU0




Estimating n-itemset Supports

It is easy to extend Equation 3.3, which is applicable to individual items, to compute the

support for an arbitrary n-itemset. For this general case, we define the matrices as:

CV =




cV2n−1

.

.

.

cV1

cV0




CU =




cU2n−1

.

.

.

cU1

cU0




Here cUk should be interpreted as the count of the tuples in U that have the binary form of k

(in n digits) for the given itemset (that is, for a 2-itemset, cU
2 refers to the count of 10’s in the

1The boolean dataset can be viewed as a large boolean matrix
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columns of U corresponding to that itemset, cU
3 to the count of 11’s, and so on). Similarly, cV

k

is defined for the distorted matrix V .

The column matrices can be simplified by observing that the distortion of an entry in the

above distortion procedure depends only on whether the entry is 0 or 1, and not on the column

to which the entry belongs, rendering distortion of all combinations with same number of 1s

and 0s equivalent. Hence the above matrices can be represented as:

CV =




cVn

.

.

.

cV1

cV0




CU =




cUn

.

.

.

cU1

cU0




where cUk should be interpreted as the count of the tuples in U that have the binary form with

k 1’s (in n digits) for the given itemset. For example , for a 2-itemset, cU
2 refers to the count of

11’s in the columns of U corresponding to that itemset, cU
1 to the count of 10’s and 01’s, and

cU0 to the count of 00’s. Similarly, cV
k is defined for the distorted matrix V .

Each entry Ai,j in the matrix A is the probability that a tuple of the form corresponding to

cUj in U goes to a tuple of the form corresponding to cV
i in V . For example, A2,1 for a 2-itemset

is the probability that a 10 or 01 tuple distorts to a 11 tuple. Accordingly, A2,1 = p(1 − q).

The basis for this formulation lies in the fact that in our distortion procedure, the component

columns of an n-itemset are distorted independently. Therefore, we can use the product of the

probability terms. In general,

Ai,j =

min(i,j)∑

k=max(0,i+j−n)

(
j

k

)
pk(1 − p)(j−k)

(
n− j

i− k

)
q(n−j−i+k)(1 − q)(i−k) (3.4)

3.3.4 Eliminating Counting Overhead

We now present a simple but powerful optimization by which the entire extra overhead of

counting all the combinations generated by the distortion can be eliminated completely. This
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optimization is based on the following basic formula from set theory: Given a universe U , and

subsets A and B,

N(A′ ∩ B) = N(B) −N(A ∩ B)

where N(·) is the number of elements, i.e. cardinality, of the set denoted by the bracketed

expression. This formula can be generalized2 to

N(A′
1A

′
2 . . .A

′
mB1B2 . . .Bn)

= N(B1B2 . . .Bn) +
m∑

k=1

∑

{x1,...,xk}⊂{1,...,m}

(−1)kN(Ax1
Ax2

. . .Axk
B1B2 . . .Bn)

Using above formula the counts of all the combinations generated from an n-itemset can be

calculated from the counts of itemsets and the counts of their subsets which are available from

previous passes over the distorted database. Hence, we only need to explicitly count only the

’111...1’s, just as in the direct mining case.

For example, during the second pass we need to explicitly count only ’11’s which makes

N(A ∩ B) available at the end of the second pass. The counts of the remaining combinations,

’10’, ’01’ and ’00’ can then be calculated using the following set of formulae:

10 : N(A ∩ B′) = N(A) −N(A ∩ B)

01 : N(A′ ∩ B) = N(B) −N(A ∩ B)

00 : N(A′ ∩ B′) = N(U) −N(A) −N(B) +N(A ∩ B)

The above implies that the extra calculations for reconstruction are performed only at the end of

each pass, the rest of the pass being exactly the same as that of the original mining algorithm.

Further, the only additional requirement of the above approach as compared to traditional

data mining algorithms such as Apriori is that we need to have available, at the end of each

pass, the counts of all frequent itemsets generated during the previous passes. However, this

requirement is easily met by keeping a hash table in memory of these previously identified

frequent itemsets.

2N(B1B2..Bn) is replaced by N(U) if n = 0
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3.3.5 Choosing values of p and q

As promised earlier, we now discuss how the distortion parameters, p and q, should be chosen.

Our aim here is to identify those parameter settings that achieve the three goals of privacy, ac-

curacy and run time efficiency simultaneously or, in other words, minimize the privacy breach,

error and run time.

The problem can be viewed as a multi-objective optimization problem,

Find X = {p, q}

which minimizes

f1(X), f2(X), f3(X)

X ∈ <2

Xl ≤ X ≤ Xu

Here, Xl = {0, 0}, Xu = {1, 1} and f1(X),f2(X) and f3(X) are objective functions de-

noting the estimations for privacy breach, error and relative run time of EMASK to Apriori[2].

Exact expressions for these functions are discussed in section 3.3.5. As the three objectives are

competing, there can be no solution that minimizes all the objectives simultaneously. Instead,

the concept of non-inferiority [42](also called Pareto optimality [12], must be used to char-

acterize the objectives. A feasible solution X is called Pareto optimal if there exists no other

feasible solution Y such that fi(Y ) ≤ fi(X) for i=1,2,..k with fi(Y ) < fi(X) for at least one

j, here k is the number of objectives. In other words, a feasible vector X is called Pareto opti-

mal if there is no other feasible solution Y that would reduce some objective function without

causing a simultaneous increase in at least one other objective function.

Most of the multi-objective optimization methods basically generate a set of Pareto opti-

mal solutions and use some additional criterion or rule to select one particular Pareto optimal

solution as the solution of the multi-objective problem. For our purpose we need a method to

chose the Pareto optimal solution which achieves the three objectives equally or gives designer

specified weights to each of the three objectives. We use goal attainment method of Gembicki
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[22] to solve this problem.

Goal attainment method involves expressing a set of design goals, F ∗ = {F ∗
1 , F

∗
2 , ...F

∗
k },

associated with the objectives F (X) = {f1(X), f2(X), ..., fk(X)}. The problem formulation

allows the objectives to be under- or over-achieved enabling the designer to be relatively impre-

cise about initial design goals. The relative degree of under- or over-achievement of the goals

is controlled by a vector of weighting coefficients, w = {w1, w2, ...., wk}, and is expressed as

a standard optimization problem using the following formulation.

minimize γ

γ ∈ <, X ∈ Ω

such that

Fi(X) − wiγ ≤ F ∗
i i = 1, ...k

The term wiγ introduces an element of slackness into the problem, which otherwise im-

poses that the goals be rigidly met. The weighting vector, w, enables the designer to express a

measure of the relative trade-offs between the objectives. For instance, setting the weighting

vector w equal to the initial goals indicates that the same percentage under- or over-attainment

of the goals,F ∗ , is achieved. Hard constraints can be incorporated into the design by setting a

particular weighting factor to zero (i.e.,wi = 0). In our experiments, we will take w equal to

initial goal, to ensure equal weightage to over-attainment or under-attainment of all the three

objectives. For a specific problem the user can vary the weights.

The advantage of using the goal attainment method is that the user needs to specify only

loose goals for the three objectives. The algorithm gives values of p and q for the best that be

attained over or under it.

Objective functions

We use estimations of privacy breach, error and relative runtime of EMASK as the objective

functions to be minimized. The average support value of the dataset and the dataset size(no.

of tuples) are required for these estimations. We assume here that some initial sample data is
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available based on which the determination of average support value can be made.

Privacy Breach Estimation Earlier in section 3.3.2, we had shown how the basic privacy(BP)

for EMASK can be calculated. We use the basic privacy values as the estimation for privacy at

a point (p,q) (only the basic privacy can be calculated before distortion.) Thus from equation

3.2,

f1(X) = 1 −BP = R1(p, q)

=
s0 × p2

s0 × p+ (1 − s0) × (1 − p)
+

s0 × (1 − p)2

s0 × (1 − p) + (1 − s0) × p
(3.5)

Error Estimation We now describe how to estimate the error of reconstruction beforehand.

Our focus is specifically on 1-itemsets since their error percolates through the entire mining

process.

Let the true database consists of tuples. Consider a single column in the true database

which has n 1’s and N − n 0’s. We expect that the n 1’s will distort to np 1’s and n(1 − p)

0’s when distorted with parameter p. Similarly, we expect the 0’s to go to (N − n)q 0’s and

(N − n)(1 − q) 1’s. However, note that this is assuming that “When we generate a random

number, which is distributed as Bernoulli(p), then the number of 1’s, denoted by P, in n trials

is actually np”. But, in reality, this will not be so. Actually, P is distributed as binomial(n,p),

with mean np and variance np(1 − p).

The total number of 1’s in a column of the distorted matrix can be expressed as the sum of

two random variables, X and Y :

• X: The 1’s in the distorted database that come from 1’s in the original database.

• Y : The 1’s in the distorted database that come from 0’s in the original database.

The variance in the total number of 1’s generated in the distorted matrix is var(X+Y ), which

is simply var(X) + var(Y ) since X and Y are independent random variables. So, we have

var(X + Y ) = var(X) + var(Y ) = np(1 − p) + (N − n)(1 − q)q. Therefore, the deviation
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of the number of 1’s in the distorted database from the expected value is

4n′ = (np(1 − p) + (N − n)(1 − q)q)1/2 (3.6)

Let the distorted column have n ′ 1’s. Then, our estimate of the original count is given by

n =
n′

p+ q − 1
−

(1 − q)N

p+ q − 1

and the possible error in this estimation is computed as

4n = abs(
4n′

p+ q − 1
)

where 4n′ is as per Equation 3.6. If we normalize the error to the true value (n), we obtain

Error = abs(
(np(1 − p) + (N − n)(1 − q)q)1/2

n(p+ q − 1)
)

Substituting n = N ∗ s,

Error = abs(
1

(p+ q − 1)

√
(sp(1 − p) + (1 − s)(1 − q)q)

N ∗ s
) = f2(X) (3.7)

which is completely expressed in terms of known parameters. Equation 3.7 gives the second

objective function f2(X) to be minimized.

The above equation estimates the error in reconstruction of counts of 1-itemsets. But as

their error percolates through the entire mining process, we expect the p and q values giving

higher Error by this measure to give higher overall error for other levels as well. Thus we can

estimate the desirability of a particular p and q value in terms of reconstruction accuracy using

the above estimation.

Runtime Estimation To estimate the run time, we use the observations in the section 3.3.

After optimizations of section 3.3.4 the increased density of the database remains the only

reason for inefficiency of EMASK. Thus the ratio of runtime of EMASK to Apriori can be
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estimated to ratio of density of the randomized database to the non-randomized database. This

ratio gives the third objective function to be minimized to achieve optimum efficiency.

f3(X) = p+
(1 − s)

s
(1 − q) (3.8)

The above estimations for privacy, accuracy and efficiency are not accurate and are likely to

underestimate the respective measures. But as they uniformly underestimate, they are appro-

priate for selecting p and q by minimization. We shall illustrate this in experimental evaluation

section.

3.4 Performance Framework

EMASK aims at simultaneously achieving satisfactory performance on three objectives: pri-

vacy, accuracy and efficiency. The specific metrics used to evaluate EMASK’s performance

w.r.t. privacy, accuracy and efficiency are given below.

3.4.1 Privacy Metrics

As discussed in previous chapter, privacy can be computed at various levels, namely : Basic

Privacy (BP), Reinterrogated Privacy (RP) and Strict Privacy(SP). As outlined in Section 3.3.2,

we quantify the privacy provided by EMASK with regard to Basic Privacy and Reinterrogated

Privacy. Algorithms for achieving Strict Privacy will be discussed in the next chapter.

3.4.2 Accuracy Metrics

The association rule mining errors can be quantified in terms of Support Error ρ and Identity

Error (false positives σ+, false negatives σ−), as explained in Section 2.3.1. We use these as

accuracy metrics in our experiments.



Chapter 3. Efficiency Concerns in Privacy-Preserving Mining 27

3.4.3 Efficiency Metric

This metric determines the runtime overheads resulting from mining the distorted database

as compared to the time taken to mine the original database. This is simply measured as the

inverse ratio of the running times between Apriori [2] on the original database and executing

the same code augmented with EMASK (i.e. EMASK-Apriori) on the distorted database.

Denoting this slowdown ratio as ∆, we have

∆ = Runtime of EMASKApriori
Runtime of Apriori

For ease of presentation, we hereafter refer to this augmented algorithm simply as EMASK.

3.5 Experimental Results

3.5.1 Data Sets

We carried out experiments on a variety of large sparse synthetic and real datasets. Due to

space limitations, we report the results for only three representative databases here:

1. A synthetic database generated from the IBM Almaden generator [2]. The synthetic

database was created with parameters T10.I4.D1M.N1K (as per the naming convention

of [2]), resulting in a million customer tuples with each customer purchasing about ten

items on average.

2. A real dataset, BMS-WebView-1 [43], placed in the public domain by Blue Martini

Software. This database contains click-stream data from the web site of a (now defunct)

legwear and legcare retailer. There are about 60,000 tuples with close to 500 items in

the schema. In order to ensure that our results were applicable to large disk-resident

databases, we scaled this database by a factor of ten, resulting in approximately 0.6

million tuples. The average transaction length was 2.5 for this database.

3. Another real dataset, BMS-WebView-2 [43], placed in public domain by Blue Martini

Software. This dataset also contains click-stream data from e-commerce websites. There
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are about 78,000 tuples in the database with 3340 items in the schema. This database was

scaled by 50 times resulting in approximately 4 million tuples. The average transaction

length was 5 for this database.

3.5.2 Support and Distortion settings

The theoretical basis for determining the settings of the distortion parameters, p and q, was

presented in Section 3.3.5. Figure 3.3 illustrates how estimations are appropriate for choosing

the values of p and q.
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Figure 3.3: Comparison of estimates to observed performance behavior

The graphs are plotted for p=0.5 and varying q from 0.9 to 1 for the Synthetic database.

The figure shows that estimated values are very close to the observed values for accuracy

and run time ratio. Here the accuracy is 100-support error averaged over all the levels. The

difference between the values of estimated and observed privacy values in figure 3.3(a) are

due to the fact that the observed privacy is average reinterrogated privacy which depends on

the characteristics of database and cannot be estimated before hand. The estimation takes into

account only the basic privacy. But the figure shows that the trends in the curve for estimated

privacy does follow the curve for observed privacy. Thus the p and q values determined through

optimization of estimations can be expected to give best actual performance too.
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DataSet Specified Goals {privacy
breach, error, ∆}

Attained by goal pro-
gramming

p q

Synthetic {0.06,0.03,5} {0.075, 0.0375, 3.5192 } 0.5051 0.9696
BMS-WebView1 {0.06,0.03,5} {0.1075, 0.0537, 3.0212} 0.5673 0.9877
BMS-WebView2 {0.06,0.03,5} {0.0861, 0.0431, 3.3354} 0.5350 0.9958

Table 3.1: p, q combinations for EMASK obtained by goal programming

To use the goal programming method for multi-objective optimization as explained in section

3.3.5, we take an approximate goal of {0.06,0.03,5} (which is equivalent to 6% privacy breach,

3% error and ∆ = 5) and set the weight w as abs(goal). Note that these are not rigid goals,

the method shall obtain the best point {p, q} for the database which may under or over-attain

the specified goal.

The average support for the three databases are 0.01, 0.005 and 0.0015 respectively. The values

of parameter {p,q} returned, and the goals expected to be attained for those values are shown

in Table 3.1 for the three databases.

We evaluated the actual privacy, accuracy and efficiency of the EMASK privacy-preserving

mining process for the obtained distortion parameters on the three datasets for a variety of

minimum support values. Due to space limitations, we present here the results only for 0.3%

and 0.5% supmin value, which represents supports low enough for a large number of frequent

itemsets to be produced, thereby stressing the performance of the EMASK algorithm. The

results for the synthetic database are presented first, followed by those for the real databases.

3.5.3 Experiment Set 1 : Synthetic Dataset

Mining the synthetic dataset with a supmin of 0.3 and 0.5% resulted in frequent itemsets of

length upto 8. Table 3.2 and 3.3 present the EMASK accuracy results for this dataset. Here

Level denotes the pass of Apriori or the length of frequent itemsets, |F | denotes the number of

frequent itemsets in the non-randomized database, σ+, σ− and ρ are error metrics as explained

in the previous section.

The basic privacy BP for this setting was 92.5% where as reinterrogated privacy RP was
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Level |F | σ+ σ− ρ
1 664 1.05 1.35 3.34
2 1847 6 6.38 3.92
3 1310 3.58 5.11 3.97
4 864 7.98 6.82 5.7
5 419 7.15 13.12 8.46
6 115 6.08 9.56 12.12
7 21 0 4.76 16.61
8 2 0 0 16.53

Table 3.2: Synthetic : p=0.5051,q=0.9696,supmin=0.3%

Level |F | σ+ σ− ρ
1 560 0.71 0.71 2.55
2 470 8.51 4.89 2.79
3 326 4.29 8.58 3.38
4 208 8.65 6.73 5.68
5 125 0.8 10.4 8.64
6 43 0 11.62 13.57
7 10 0 10 19.08
8 1 0 0 20.19

Table 3.3: Synthetic : p=0.5051,q=0.9696,supmin=0.5%

observed to be 71.3%. The time taken by EMASK was 3.94 times Apriori for supmin=0.3%

,i.e. ∆0.3 = 3.94 and 2.91 times for supmin=0.5% i.e. , ∆0.5 = 2.91. Thus EMASK takes only

about 4 times the time taken by the undistorted mining.

3.5.4 Experiment Set 2: BMS-WebView-1 Dataset

We conducted a similar set of experiments on the real dataset (BMS-WebView-1 [43]), which

had frequent itemsets of length upto 4. The accuracy results for this set of experiments are

shown in Table 3.4 and 3.5.

The basic privacy BP for this setting was 89.23% where as reinterrogated privacy RP

was observed to be 74.14%. For this database, EMASK took only 2.03 times Apriori for

supmin=0.3% and 1.58 times for supmin=0.5% i.e. ∆0.3 = 2.03, ∆0.5 = 1.58. This run
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Level |F | σ+ σ− ρ
1 225 1.33 2.22 3.27
2 169 5.91 1.18 2.68
3 39 5.12 10.25 3.34
4 2 0 0 6.02

Table 3.4: BMS-WebView-1 : p=0.5673, q=0.9877, supmin=0.3%

Level |F | σ+ σ− ρ
1 150 2 0.66 2.28
2 45 0 2.22 2.22
3 6 33.33 0 2.55

Table 3.5: BMS-WebView-1 : p=0.5673, q=0.9877, supmin=0.5%

time result is especially encouraging as it shows that the Privacy-preservimg mining is taking

comparable time to undistorted mining.

3.5.5 Experiment Set 3: BMS-WebView-2 Dataset

The accuracy results for this dataset are shown in Table 3.6 and 3.7.

The basic privacy BP for this setting was 91.4% where as reinterrogated privacy RP was

observed to be 75.7%. For the purpose of calculating reinterrogated privacy, we chose to find

the frequent itemsets for a much lower supmin of 0.1% for this database, as it is very sparse

(average support of only 0.0015). The time taken by EMASK was 2.21 times Apriori for

supmin=0.3% i.e. ∆0.3 = 2.21. and 2.17 times for supmin=0.5% , ∆0.5 = 2.17.

3.6 Summary

Overall, our experiments indicate that by a careful choice of distortion parameter settings, it

is possible to simultaneously achieve satisfactory privacy, accuracy, and efficiency. Accuracy

above 90%, privacy above 70% and run times of less than 4 times Apriori could be obtained

for all databases. The results were especially encouraging for large and sparse databases like
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Level |F | σ+ σ− ρ
1 340 1.17 0.88 1.11
2 270 1.85 0.74 0.99
3 338 2.36 1.18 1.5
4 278 6.83 1.07 2.54
5 101 20.79 3.96 3.91
6 13 7.69 0 3.82

Table 3.6: BMS-WebView-2 : p=0.5350,q=0.9958,supmin=0.3%

Level |F | σ+ σ− ρ
1 170 1.17 0.58 0.79
2 120 1.66 0 0.84
3 88 3.4 0 1.39
4 28 25 0 2.37
5 2 0 0 3.27

Table 3.7: BMS-WebView-2 : p=0.5350, q=0.9958, supmin=0.5%

BMS-WebView-3.

In particular, the experiments show that there is a “window of opportunity” where these

triple goals can be all met. The size and position of the window is primarily a function of the

database density and could be quite accurately characterized with our estimation optimization

method.



Chapter 4

A Framework for High-Accuracy

Strict-Privacy-Preserving Mining

We present here a generalized matrix theoretic framework FRAPP for random perturbation

methods for privacy preserving mining under strict privacy guarantees. The framework is

meant for categorical datasets. Note that boolean attributes are special case of categorical at-

tributes and continuous attributes can be converted into categorical by partitioning the domain

of the attribute into fixed size intervals.

4.1 The FRAPP Framework

In this section, we describe the construction of the FRAPP framework, and its quantification

of privacy and accuracy measures.

Data Model. We assume that the original database U consists ofN records, with each record

having M categorical attributes. The domain of attribute j is denoted by S j
U , resulting in the

domain SU of a record in U being given by SU =
∏M

j=1
Sj

U . We map the domain SU to index

set IU = {1, . . . , |SU |}, so that we can model the database as set of N values from IU . Thus,

if we denote ith record of U as Ui, we have

33
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U = {Ui}
N
i=1, Ui ∈ IU

4.1.1 Perturbation Model

We consider the privacy situation wherein the customers trust no one except themselves, that

is, they wish to perturb their records at their client site before the information is sent to the

the miner, or any intermediate party. This means that perturbation is done at the level of

individual customer records Ui, without being influenced by the contents of the other records

in the database.

For this situation, there are two possibilities: a simple independent column perturbation,

wherein the value of each attribute in the record is perturbed independently of the rest, or

a more generalized dependent column perturbation, where the perturbation of each column

may be affected by the perturbations of the other columns in the record. Most of the prior

perturbation techniques, including [19, 20, 28], fall into the independent column perturbation

category. The FRAPP framework, however, includes both kinds of perturbation in its analysis.

Let the perturbed database be V = {V1, . . . , VN}, with domain SV , and corresponding

index set IV .

For each original customer record Ui = u, u ∈ IU , a new perturbed record Vi = v, v ∈ IV

is randomly generated with probability p(u → v). Let A denote the matrix of these transition

probabilities, with Avu = p(u→ v). This random process maps to a Markov process, and the

perturbation matrix A should therefore satisfy the following properties [32]:

∑

v∈IV

Avu = 1 ∀u ∈ IU

Avu ≥ 0 ∀u ∈ IU , v ∈ IV (4.1)

Due to the constraints imposed by Equation 4.1, the domain of A is not R|SU|×|SV| but a subset

of it. This domain is further restricted by the choice of perturbation method. For example,

for the MASK technique [28] mentioned in the Introduction, all the entries of matrix A are
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decided by the choice of the single parameter p.

In this paper, we propose to explore the preferred choices of A to simultaneously achieve

privacy guarantees and high accuracy, without restricting ourselves ab initio to a particular

perturbation method.

4.1.2 Privacy Guarantees

The miner receives the perturbed database V and attempts to reconstruct the original probabil-

ity distribution of database U using this perturbed data and the knowledge of the perturbation

matrix A.

The prior probability of a property of a customer’s private information is the likelihood of

the property in the absence of any knowledge about the customer’s private information. On the

other hand, the posterior probability is the likelihood of the property given the perturbed infor-

mation from the customer and the knowledge of the prior probabilities through reconstruction

from the perturbed database. As discussed in [20], in order to preserve the privacy of some

property of a customer’s private information, we desire that the posterior probability of that

property should not be much higher than the prior probability of the property for the customer.

This is quantified by saying that a perturbation method has privacy guarantees (ψ1, ψ2) if, for

any propertyQ(Ui) with prior probability less than ψ1, the posterior probability of the property

is guaranteed to be less than ψ2.

For our formulation, we derive (using Definition 3 and Statement 1 from [20]) the following

condition on the perturbation matrix A in order to support (ψ1, ψ2) privacy.

Avu1

Avu2

≤ γ ≤
ψ2(1 − ψ1)

ψ1(1 − ψ2)
u1, u2 ∈ IU ,∀v ∈ IV (4.2)

That is, the choice of perturbation matrix A should follow the restriction that the ratio of any

two entries should not be more than γ.
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4.1.3 Reconstruction Model

We now analyze how the distribution of the original database can be reconstructed from the

perturbed database. As per the perturbation model, a client Ci with data record Ui = u, u ∈ IU

generates record Vi = v, v ∈ IV with probability p[u → v]. This event of generation of v can

be viewed as a Bernoulli trial with success probability p[u → v]. If we denote outcome of

ith Bernoulli trial by random variable Y i
v , then the total number of successes Yv in N trials is

given by sum of the N Bernoulli random variables. i.e.

Yv =
N∑

i=1

Y i
v (4.3)

That is, the total number of records with value v in the perturbed database will be given by the

total number of successes Yv.

Note that Yv is the sum of N independent but non-identical Bernoulli trials. The trials

are non-identical because the probability of success in a trial i varies from another trial j and

actually depends on the values of Ui and Uj , respectively. The distribution of such a random

variable Yv is known as the Poisson-Binomial distribution [38].

Now, from Equation 4.3, the expectation of Yv is given by

E(Yv) =
N∑

i=1

E(Y i
v ) =

N∑

i=1

P (Y i
v = 1) (4.4)

Let Xu denote the number of records with value u in the original database.

Since P (Y i
v = 1) = p[u→ v] = Avu, for Ui = u, we get

E(Yv) =
∑

u∈IU

AvuXu (4.5)

Let X = [X1X2 · · ·X|SU |]
T , Y = [Y1Y2 · · ·Y|SV |]

T , then from Equation 4.5 we get

E(Y ) = AX (4.6)
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We estimate X as X̂ given by the solution of following equation

Y = AX̂ (4.7)

which is an approximation to Equation 4.6. This is a system of |SV | equations in |SU | un-

knowns. For the system to be uniquely solvable, a necessary condition is that the space of the

perturbed database is larger than or equal to the original database (i.e. |SV | ≥ |SU |). Further,

if the inverse of matrix A exists, then we can find the solution of above system of equations by

X̂ = A−1Y (4.8)

That is, Equation 4.8 gives the estimate of the distribution of records in the original database,

which is the objective of the reconstruction exercise.

4.1.4 Estimation Error

To analyze the error in the above estimation process, we use the following well-known theo-

rem from linear algebra [32]:

Theorem 1: For an equation of form Ax = b, the relative error in solution x = A−1b sat-

isfies
‖ δx ‖

‖ x ‖
≤ c

‖ δb ‖

‖ b ‖

where c is the condition number of matrix A. For a positive definite matrix, c = λmax/λmin,

where λmax and λmin are the maximum and minimum eigen values of n × n matrix A. In-

formally, the condition number is a measure of stability or sensitivity of a matrix to numerical

operations. Matrices with condition numbers near one are said to be well-conditioned, whereas

those with condition numbers much greater than one (e.g. 105 for a 5 ∗ 5 Hilbert matrix [32])

are said to be ill-conditioned.
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From Equations 4.6, 4.8 and the above theorem, we have

‖ X̂ −X ‖

‖ X ‖
≤ c

‖ Y − E(Y ) ‖

‖ E(Y ) ‖
(4.9)

This inequality means that the error in estimation arises from two sources: First, the sensitivity

of the problem which is measured by the condition number of matrix A; and, second, the

deviation of Y from its mean as measured by the variance of Y .

As discussed above, Yv is a Poisson-Binomial distributed random variable. Hence, using

the expression for variance of a Poisson-Binomial random variable [38], we can compute the

variance of Yv to be

V ar(Yv) = AvX(1 −
1

N
AvX) −

∑

u∈IU

(Avu −
1

N
AvX)2Xu (4.10)

which depends on the perturbation matrix A and the distribution X of records in the original

database. Thus the effectiveness of the privacy preserving method is critically dependent on

the choice of matrix A.

4.2 Choice of Perturbation Matrix

The various perturbation techniques proposed in the literature primarily differ in their choice

for perturbation matrix A. For example,

• MASK [28] uses the matrix A with

Avu = pk(1 − p)Mb−k (4.11)

where Mb is the number of boolean attributes when each categorical attribute j is con-

verted into | Sj
U | boolean attributes, k is the number of attributes with matching values

in perturbed record v and original record u, and 1 − p is the value flipping probability.
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• The cut-and-paste randomization operator [19] employs a matrix A with

Avu =
M∑

z=0

pM [z]

min{z,lu,lv}∑

q=max{0,z+lu−M,lu+lv−Mb}

(
lu
q

)(
M−lu
z−q

)
(
M
z

)

·

(
Mb − lu
lv − q

)
p(lv−q)(1 − p)(Mb−lu−lv+q)

where (4.12)

pM [z] =

min{K,z}∑

w=0

(
M − w

z − w

)
p(z−w)(1 − p)(M−z)

·





1 −M/(K + 1) if w = M and w < K

1/(K + 1) o.w.

Here lu and lv are the number of 1s in the original record u and its corresponding

perturbed record v, respectively, while K and p are operator parameters.

For enforcing strict privacy guarantees, the parameters for the above methods are decided

by the constraints on the values of perturbation matrix A given in Equation 4.2. It turns out

that for practical values of privacy requirements, the resulting matrix A for these schemes is

extremely ill-conditioned – in fact, we found the condition numbers in our experiments to be

of the order of 105 and 107 for MASK and the Cut-and-Paste operator, respectively.

Such ill-conditioned matrices make the reconstruction very sensitive to the variance in the

distribution of the perturbed database. Thus, it is important to carefully choose the matrix A

such that it is well-conditioned (i.e has a low condition number). If we decide on a distortion

method apriori, as in the prior techniques, then there is little room for making specific choices

of perturbation matrix A. Therefore, we take the opposite approach of first designing matrices

of the required type, and then devising perturbation methods that are compatible with the

chosen matrices.

To choose the appropriate matrix, we start from the intuition that for γ = ∞, the matrix

choice would be the unity matrix, which satisfies the constraints on matrix A imposed by

Equations 4.1 and 4.2, and has condition number 1. Hence, for a given γ, we can choose the
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following matrix:

Aij =





γx, if i = j

x, o.w.

where

x =
1

γ + (|SU | − 1)
(4.13)

This matrix will be of the form

x




γ 1 1 . . .

1 γ 1 . . .

1 1 γ . . .
...

...
...

. . .




It is easy to see that the above matrix, which incidentally is a symmetric Toeplitz matrix [32],

satisfies the conditions given by Equations 4.1 and 4.2. Further, its condition number can be

computed to be 1+ |SU |
γ−1

, For ease of exposition, we will hereafter refer to this matrix informally

as the “gamma-diagonal matrix”.

At this point, an obvious question is whether it is possible to design matrices that have even

lower condition number than the gamma-diagonal matrix. In the remainder of this section, we

prove that within the constraints of our problem, the gamma-diagonal matrix has the lowest

possible condition number, that is, it is an optimal choice (albeit non-unique).

Proof. To prove this, we will first derive the expression for minimum condition number for

such matrices and the conditions under which that condition number is achieved. Then we

show that our gamma-diagonal matrix satisfies these conditions, and has minimum condition

number.

For a symmetric positive definite matrix, the condition number is given by

c =
λmax

λmin

(4.14)
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where λmax and λmin are the maximum and minimum eigenvalues of the matrix. As the matrix

A is a Markov matrix (refer Equation 4.1), the following theorem for eigenvalues of a matrix

can be used

Theorem 2 [32] For an n× n Markov matrix,

• 1 is an eigenvalue

• the other eigenvalues satisfy | λi |≤ 1

Theorem 3 [32] The sum of n eigenvalues equals the sum of n diagonal entries:

λ1 + · · · + λn = A11 + · · · + Ann

Using Theorem 2 we get,

λmax = 1

As the least eigenvalue λmin will always be less than or equal to average of the eigenvalues

other than λmax, we get,

λmin ≤
1

n− 1

n∑

i=2

λi

where λ1 = λmax Using Theorem 3,

λmin ≤
1

n− 1

(
n∑

i=1

Aii − 1

)
, (4.15)

Hence, condition number,

c =
1

λmin

≥
n− 1∑n

i=1Aii − 1
(4.16)
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Now, due to privacy constraints on A given by Equation 4.2,

Aii ≤ γAij for any j 6= i,

i.e.,

Aii ≤ γAi1

Aii ≤ γAi2

...

Summing above,

(n− 1)Aii ≤ γ
∑

j 6=i

Aij

= γ(1 − Aii)

where the last step is due to the condition on A given by Equation 4.1. Solving for Aii, we get,

Aii ≤
γ

γ + n− 1
(4.17)

Using above inequality in Equation 4.16, we get

c ≥
n− 1
nγ

γ+n−1
− 1

=
γ + n− 1

γ − 1
(4.18)

Hence minimum condition number for the symmetric perturbation matrices under privacy

constraints represented by γ is γ+n−1
γ−1

. This condition number is achieved when Aii = γ
γ+n−1

.

The diagonal values of gamma-diagonal matrix given by Equation 4.1 is γ
γ+n−1

. Thus it is

minimum condition number symmetric perturbation matrix, with condition number γ+|SU |−1
γ−1

.

4.3 Randomizing the Perturbation Matrix

The estimation model in the previous section implicitly assumed the perturbation matrix A to

be deterministic. However, it appears intuitive that if the perturbation matrix parameters are
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themselves randomized, so that each client uses a perturbation matrix that is not specifically

known to the miner, the privacy of the client will be further increased. Of course, it may also

happen that the reconstruction accuracy may suffer in this process.

In this section, we explore this trade-off. Instead of deterministic matrixA, the perturbation

matrix here is matrix Ã of random variables, where each entry Ãvu is a random variable with

E(Ãvu) = Avu. The values taken by the random variables for a client Ci provide the specific

values for his/her perturbation matrix.

4.3.1 Privacy Guarantees

Let Q(Ui) be a property of client Ci’s private information, and let record Ui = u be perturbed

to Vi = v. Denote the prior probability of Q(Ui) by P (Q(Ui)). On seeing the perturbed data,

the posterior probability of the property is calculated to be:

P (Q(Ui)|Vi = v) =
∑

Q(u)

PUi|Vi
(u|v)

=
∑

Q(u)

PUi
(u)PVi|Ui

(v|u)

PVi
(v)

When we use a fixed perturbation matrix A for all clients i, then PVi/Ui
(v/u) = Avu,∀i.

Hence

P (Q(Ui)|Vi = v) =

∑
Q(u) PUi

(u)Avu∑
Q(u) PUi

(u)Avu +
∑

¬Q(u) PUi
(u)Avu

Let maxQ(u′)Avu′ = maxp and min¬Q(u′)Avu′ = minp. As discussed in [20], the data distri-

bution PUi
in the worst case can be such that P (Ui = u) > 0 only if {u ∈ IU |Q(u) and Avu = maxp}

or

{u ∈ IU |¬Q(u) and Avu = minp} so that

P (Q(Ui)/Vi = v) =
P (Q(u)) ·maxp

P (Q(u)) ·maxp+ P (¬Q(u))minp

Since the distribution PU is known through reconstruction to the miner, and matrix A is fixed,
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the above posterior probability can be determined by the miner. For example, if P (Q(u)) = 5%, γ = 19,

the posterior probability can be computed to be 50% for perturbation with the gamma-diagonal

matrix.

But, in the randomized matrix case where PVi/Ui
(v/u) is a realization of random variable

Ã, only its distribution and not the exact value for a given i is known to the miner. Thus

determinations like the above cannot be made by the miner for a given record Ui. For example,

suppose we choose matrix A such that

Auv =





γx+ r, if u = v

x− r
|SU |−1

, o.w.

where x = 1
γ+(|SU |−1)

and r is a random variable uniformly distributed between [−α, α]. Thus,

the worst case posterior probability for a record Ui is now a function of the value of r, and is

given by

ψ2(r) =
P (Q(u)) · γx+ r

P (Q(u)) · (γx+ r) + P (¬Q(u))(x− r
|SU |−1)

Therefore, only the posterior probability range, i.e. [ψ−
2 , ψ

+
2 ] = [ψ2(−α), ψ2(+α)], and the

distribution over the range, can be determined by the miner. For example, for the situation

P (Q(u)) = 5%, γ = 19, α = γx/2, he can only say that the posterior probability lies in the

range [33%, 60%] with its probability of being greater than 50% (ψ2 corresponding to r = 0)

equal to its probability of being less than 50%.

4.3.2 Reconstruction Model

The reconstruction model for the deterministic perturbation matrix A was discussed in Sec-

tion 4.1.3. We now describe the changes to this analysis for the randomized perturbation

matrix Ã.

The probability of success for Bernoulli variable Y i
v is now modified to

P (Y i
v = 1) = Ãi

vu, for Ui = u
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where Ãi
vu denotes the ith realization of random variable Ãvu.

Thus, from Equation 4.4,

E(Yv) =
N∑

i=1

P (Y i
v = 1)

=
∑

u∈IU

∑

{i|Ui=u}

Ãi
vu

=
∑

u∈IU

AvuXu (4.19)

⇒ E(Y ) = AvuX (4.20)

where Avu = 1
Xu

∑
{i|Ui=u} Ã

i
vu is the average of the values taken by Ãvu for the clients whose

original data record had value u.

Ãvu is a random variable with expectation E(Ãvu) = Avu, it can be easily seen that,

E(Avu) = Avu (4.21)

Hence, from Equation 4.19, we get

E(E(Y )) = AX (4.22)

We estimate X as X̂ given by the solution of following equation

Y = AX̂ (4.23)

which is an approximation to Equation 4.22. From Theorem 1 in Section 4.1.3, the error in

estimation is bounded by:
‖ X̂ −X ‖

‖ X ‖
≤ c

‖ Y − E(E(Y )) ‖

‖ E(E(Y )) ‖
(4.24)

where c is the condition number of perturbation matrix A.

We now compare these bounds with the corresponding bounds of the deterministic case.

Firstly, note that, due to the use of the randomized matrix, there is a double expectation for Y

on the RHS of the inequality, as opposed to the single expectation in the deterministic case.

Secondly, only the numerator is different between the two cases since E(E(Y )) = AX . Now,
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we have

‖ Y − E(E(Y )) ‖ = ‖ (Y − E(Y )) + (E(Y ) − E(E(Y ))) ‖

≤ ‖ Y − E(Y ) ‖ + ‖ E(Y ) − E(E(Y )) ‖

Here ‖ Y − E(Y ) ‖ is given by the variance of random variable Y . Since Yv, as discussed

before, is Poisson-binomial distributed, its variance is given by [38]

V ar(Yv) = Npv −
∑

i

(pi
v)

2 (4.25)

where pv = 1
N

∑
i p

i
v and pi

v = P (Y i
v = 1).

It is easily seen (by elementary calculus or induction) that among all combinations {pi
v}

such that
∑

i p
i
v = npv, the sum

∑
i (p

i
v)

2 assumes its minimum value when all pi
v are equal.

It follows that, if the average probability of success pv is kept constant, V ar(Yv) assumes its

maximum value when p1
v = · · · = pN

v . In other words, the variability of pi
v, or its lack of

uniformity, decreases the magnitude of chance fluctuations, as measured by its variance [21].

On using random matrix Ã instead of deterministic A we increase the variability of pi
v (now pi

v

assumes variable values for all i), hence decreasing the fluctuation of Yv from its expectation,

as measured by its variance.

Hence, ‖ Y − E(Y ) ‖ is likely to be decreased as compared to the deterministic case,

thereby reducing the error bound.

On the other hand, the positive value ‖ E(Y ) − E(E(Y )) ‖=‖ (A− A)X ‖, which depends

upon the variance of the random variables in Ã, was 0 in the deterministic case. Thus, the error

bound is increased by this term.

So, we have a classic trade-off situation here, and as shown later in our experiments of

Section 4.6, the trade-off turns out very much in our favor with the two opposing terms almost

canceling each other out, making the error only marginally worse than the deterministic case.
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4.4 Implementation of Perturbation Algorithm

To implement the perturbation process discussed in the previous sections, we effectively need

to generate for each Ui = u, a discrete distribution with PMF P (v) = Avu and CDF F (v) =
∑

i≤v Aiu, defined over v = 1, . . . , | SV |.

A straightforward algorithm for generating the perturbed record v from the original record

u is the following

1. Generate r ∼ U(0, 1)

2. Repeat for v = 1, . . . , | SV |

if F (v − 1) < r ≤ F (v)

return Vi = v

where U(0, 1) denotes uniform distribution over range [0, 1].

This algorithm, whose complexity is proportional to the product of the cardinalities of the

attribute domains, will require | SV | /2 iterations on average which can turn out to be very

large. For example, with 31 attributes, each with two categories, this amounts to 230 iterations

for each customer! We therefore present below an alternative algorithm whose complexity is

proportional to the sum of the cardinality of the attribute domains.

Given that we want to perturb the record Ui = u, we can write

P (Vi;Ui = u)

= P (Vi1, . . . , ViM ;u)

= P (Vi1;u) · P (Vi2|Vi1;u) · · ·P (ViM |Vi1, . . . , Vi(M−1);u)
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For the perturbation matrix A, we get the following expressions for the above probabilities:

P (Vi1 = a;u) =
∑

{v|v(1)=a}

Avu

P (Vi2 = b|Vi1 = a;u) =
P (Vi2 = b, Vi1 = a;u)

P (Vi1 = a);u

=

∑
{v|v(1)=a&v(2)=b}Avu

P (Vi1 = a;u)

. . . and so on

where v(i) denotes value of ith column for record value =v.

For the gamma-diagonal matrix A, and using nj to represent
∏j

k=1 | S
k
U |, we get the fol-

lowing expressions for these probabilities after some simple algebraic calculations:

P (Vi1 = b;Ui1 = b) = (γ +
nM

n1

− 1)x

P (Vi1 = b;Ui1 6= b) =
nM

n1

x

Then, for the jth attribute

P (Vij/Vi1, . . . , Vi(j−1);Ui) =





(γ+
nM
nj

−1)x
∏j−1

k=1
pk

, if ∀k ≤ j, Vik = Uik

(
nM
nj

)x
∏j−1

k=1
pk

, o.w.

(4.26)

where pk is the probability that Vik takes value a, given that a is the outcome of the random

process performed for kth attribute. i.e.

pk = P (Vik = a/Vi1, . . . , Vi(k−1);Ui)

Therefore, to achieve the desired random perturbation for a value in column j, we use

as input both its original value and the perturbed value of the previous column j − 1, and

generate the perturbed value as per the discrete distribution given in Equation 4.26. Note
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that is an example of dependent column perturbation, in contrast to the independent column

perturbation used in most of the prior techniques.

To assess the complexity, it is easy to see that the average number of iterations for the j th

discrete distribution will be |Sj
U |/2, and hence the average number of iterations for generating

a perturbed record will be
∑

j |S
j
U |/2 (this value turns out to be exactly M for a boolean

database).

4.5 Application to Association Rule Mining

To illustrate the utility of the FRAPP framework, we demonstrate in this section how it can be

used for enhancing privacy-preserving mining of association rules, a popular mining model

that identifies interesting correlations between database attributes [1, 31].

The core of the association rule mining is to identify “frequent itemsets”, that is, all those

itemsets whose support (i.e. frequency) in the database is in excess of a user-specified thresh-

old. Equation 4.8 can be directly used to estimate the support of itemsets containing all M cat-

egorical attributes. However, in order to incorporate the reconstruction procedure into bottom-

up association rule mining algorithms such as Apriori [2], we need to also be able to estimate

the supports of itemsets consisting of only a subset of attributes.

Let C denotes the set of all attributes in the database, and Cs be a subset of attributes. Each

of the attributes j ∈ Cs can assume one of the |Sj
U | values. Thus, the number of itemsets over

attributes in Cs is given by nCs
=
∏

j∈Cs
|Sj

U |. Let L,H denote itemsets over this subset of

attributes.

We say that record supports an itemset L over Cs if the entries in the record for the attributes

j ∈ Cs are same as in L.

Let support of an itemset L in original and distorted database be denoted by supU
L and

supV
L , respectively. Then,

supV
L =

1

N

∑

v supports L

Yv
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where Yv denotes the number of records in V with value v (refer Section 4.1.3). From Equa-

tion 4.7, we know

Yv =
∑

u∈IU

AvuX̂u (4.27)

Hence,

supV
L =

1

N

∑

v supports L

∑

u

AvuX̂u

=
1

N

∑

u

X̂u

∑

v supports L

Avu

=
1

N

∑

H

∑

u supports H

X̂u

∑

v supports L

Avu

If for all u which support a given itemset H,
∑

v supports LAvu = AHL, i.e. it is equal for all u

which support a given itemset, then the above equation can be written as:

supV
L =

1

N

∑

H

AHL

∑

u supports H

X̂u

=
∑

H

AHL ŝupU
H

Now we find the matrix A for our gamma-diagonal matrix. Through some simple algebra,

we get following matrix A corresponding to itemsets over subset Cs, Hence,

AHL =





γx+ ( nC

nCs
− 1)x, if H = L

nC

nCs
x, o.w.

(4.28)

Using the above nCs
× nCs

matrix we can estimate support of itemsets over any subset Cs of

attributes. Thus our scheme can be implemented on popular bottom-up association rule mining

algorithms.
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4.6 Performance Analysis

We move on, in this section, to quantify the utility of the FRAPP framework with respect to

the privacy and accuracy levels that it can provide for mining frequent itemsets.

Table 4.1: CENSUS Dataset description

Attribute Categories
age (15 − 35], (35 − 55], (55 − 75], > 75

fnlwgt (0 − 1e5], (1e5 − 2e5], (1e5 − 3e5], (3e5 − 4e5], > 4e5

hours-per-week (0 − 20], (20 − 40], (40 − 60], (60 − 80], > 80

race White, Asian-Pac-Islander, Amer-Indian-Eskimo, Other, Black
sex Female, Male

native-country United-States, Other

Table 4.2: HEALTH Dataset description

Attribute Categories
AGE (Age) [0 − 20), [20 − 40), [40 − 60), [60 − 80),≥ 80)

BDDAY12 (Bed days in past 12 months) [0 − 7), [7 − 15), [15 − 30), [30 − 60),≥ 60

DV12 (Doctor visits in past 12 months) [0 − 7), [7 − 15), [15 − 30), [30 − 60),≥ 60

PHONE (Has Telephone) Yes,phone number given; Yes, no phone number given; No
SEX (Sex) Male ; Female

INCFAM20 (Family Income) Less than $20,000; $20,000 or more
HEALTH (Health status) Excellent; Very Good; Good; Fair; Poor

Datasets. We use the following real world datasets in our experiments:

CENSUS : This dataset contains census information for approximately 50,000 adult Ameri-

can citizens. It is available from the UCI repository [44], and is a popular benchmark

in data mining studies. It is also representative of a database where there are fields

that users may prefer to keep private – for example, the “race” and “sex” attributes.

We use three continuous (age, fnlwgt, hours-per-week) and three nominal
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attributes (native-country, sex, race) from the census database in our ex-

periments. The continuous attributes are partitioned into (five) equiwidth intervals to

convert them into categorical attributes. The categories used for each attribute are listed

in Table 4.1.

HEALTH : This dataset captures health information for over 100,000 patients collected by

the US government [45]. We selected 3 continuous and 4 nominal attributes from the

dataset for our experiments. The continuous attributes were partitioned into equi-width

intervals to convert them into categorical attributes. The attributes and their categories

are listed in Table 4.2.

We evaluated the association rule mining accuracy of our schemes on the above datasets

for supmin = 2%. Table 4.3 gives the number of frequent itemsets in the datasets for supmin =

2%.

Table 4.3: CENSUS & HEALTH Dataset : Frequent Itemsets for supmin = 0.02

Itemset Length
1 2 3 4 5 6 7

CENSUS 19 102 203 165 64 10 –
HEALTH 23 123 292 361 250 86 12

Privacy Metric. The (ψ1, ψ2) strict privacy measure from [20] is used as the privacy metric.

While we experimented with a variety of privacy settings, due to space limitations, we present

results here for a sample (ψ1, ψ2) = (5%, 50%), which was also used in [20]. This privacy

value results in γ = 19.

Accuracy Metrics. The association rule mining errors can be quantified in terms of Support

Error ρ and Identity Error (false positives σ+, false negatives σ−), as explained in Section 2.3.

We use these as accuracy metrics in our experiments.
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Perturbation Mechanisms. We show frequent-itemset-mining accuracy results for our pro-

posed perturbation mechanisms as well as representative prior techniques. For all the perturba-

tion mechanisms, the mining from the distorted database was done using Apriori [2] algorithm,

with an additional support reconstruction phase at the end of each pass to recover the original

supports from the perturbed database supports computed during the pass [28, 8].

The perturbation mechanisms evaluated in our study are the following:

DET-GD: This schemes uses the deterministic gamma-diagonal perturbation matrix A (Sec-

tion 4.2) for perturbation and reconstruction. The implementation described in Section

4.4 was used to carry out the perturbation, and the results of Section 4.5 were used to

compute the perturbation matrix used in each pass of Apriori for reconstruction.

RAN-GD: This scheme uses the randomized gamma-diagonal perturbation matrix Ã (Sec-

tion 4.3) for perturbation and reconstruction. Though in general, any distribution can

be used for Ã, here we evaluate the performance of uniformly distributed Ã given by

Equation 4.19 over the entire range of the randomization parameter α.

MASK: This is the perturbation scheme proposed in [28], which is intended for boolean

databases and is characterized by a single parameter 1 − p, which determines the prob-

ability of an attribute value being flipped. In our scenario, the categorical attributes are

mapped to boolean attributes by making each value of the category an attribute. Thus,

the M categorical attributes map to Mb =
∑

j | S
j
U | boolean attributes.

The flipping probability 1 − p was chosen as the lowest value which could satisfy the

constraints given by Equation 4.2

The constraint ∀v : ∀u1, u2 :
Avu1

Avu2

≤ γ is satisfied for MASK [28], if
pMb

(1 − p)Mb
≤ γ.

But, for each categorical attribute, one and only one of its associated boolean attributes

takes value 1 in a particular record. Therefore, all the records contain exactly M 1s, and

the following condition is sufficient for the privacy constraints to be satisfied:

p2M

(1 − p)2M
≤ γ
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. This equation was used to determine the appropriate value of p. Value of p turns out be

0.5610 and 0.5524 respectively for CENSUS and HEALTH datasets for γ = 19.

C&P: This is the Cut-and-Paste perturbation scheme proposed in [19], with algorithmic pa-

rameters K and p. To choose K, we varied K from 0 to M , and for each K, p was

chosen such that the matrix (Equation 4.12) satisfies the privacy constraints (Equation

4.2). The results reported here are for the (K, p) combination giving the best mining

accuracy. For γ = 19 K = 3, p = 0.494 turn out to be appropriate values.

4.6.1 Experimental Results

For the CENSUS dataset, the support (ρ) and identity (σ−, σ+) errors of the four perturbation

mechanisms (DET-GD, RAN-GD, MASK, C&P) is shown in Figure 4.1, as a function of

the length of the frequent itemsets. The corresponding graphs for the HEALTH dataset are

shown in Figure 4.2. In this graph for comparison, the performance of RAN-GD is shown for

randomization parameter α = γx/2. Note that the support error (ρ) is plotted on a log-scale.

In these figures, we first note that the performance of the DET-GD method is visibly better

than that of MASK and C&P. In fact, as the length of the frequent itemset increases, the

performance of both MASK and C&P degrades drastically. MASK is not able to find any

itemsets of length above 4 for the CENSUS dataset, and above 5 for the HEALTH dataset,

while C&P does not works after 3-length itemsets.

The second point to note is that the accuracy of RAN-GD, although dealing with a random-

ized matrix, is only marginally lower than that of DET-GD. In return, it provides a substantial

increase in the privacy – its worst case (determinable) privacy breach is only 33% as compared

to 50% with DET-GD. Figure 4.3 and 4.4 shows performance of RAN-GD over entire range

of α, and the posterior probability range [ψ−
2 , ψ

+
2 ]. We can observe that the performance of

RAN-GD does not deviate much from the deterministic case over the entire range, where as

very low determinable posterior probability can be obtained for higher values of α.

The primary reason for DET-GD and RAN-GD’s good performance is the low condition
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number of their perturbation matrices. This is quantitatively shown in Figure 4.1(d) and Fig-

ure 4.2(d), which compares the condition numbers (on a log-scale) of the reconstruction ma-

trices. Note that as the expected value of random matrix Ã is used for estimation in RAN-GD,

and the random matrix used in experiments has expected value A (refer Equation 4.19) used

in DET-GD, the condition numbers for two methods are equal. Here we see that the con-

dition number for DET-GD and RAN-GD is not only low but also constant over all lengths

of frequent itemsets (as mentioned before, the condition number is equal to 1 + |SU |)
(γ−1)

). In

marked contrast, the condition number for MASK and C&P increase exponentially with in-

creasing itemset length, resulting in drastic degradation in accuracy. Thus our choice of a

gamma-diagonal matrix shows highly promising results for discovery of long patterns.
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Figure 4.1: CENSUS Dataset mining accuracy results at supmin = 2% (a) False negatives σ− (b)
False positives σ+ (c) Support error ρ (d) Condition numbers
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Figure 4.2: HEALTH Dataset mining accuracy results at supmin = 2% (a) False negatives σ− (b)
False positives σ+ (c) Support error ρ (d) Condition numbers
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Figure 4.3: CENSUS Dataset (a) Posterior probability ranges (b) Support error ρ (c) False negatives
σ− (d) False positives σ+ for itemset length 4 by RAN-GD with varying degree of randomization
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Figure 4.4: HEALTH Dataset (a) Posterior probability ranges (b) Support error ρ (c) False negatives
σ− (d) False positives σ+ for itemset length 4 by RAN-GD with varying degree of randomization
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Conclusions

In this work, we have considered, for the first time, the issue of providing efficiency in privacy-

preserving mining. Our goal was to investigate the possibility of simultaneously achieving high

privacy, accuracy and efficiency in the mining process. We first showed how the distortion pro-

cess required for ensuring privacy can have a marked negative side-effect of hugely increasing

mining runtime. Then, we presented our new EMASK algorithm that is specifically designed

to minimize this side-effect through the application of symbol-specific distortion. We derived

simple but effective formulas for estimating the performance beforehand and used optimiza-

tion method to find the settings of the distortion parameters to get best privacy, accuracy and

efficiency possible. We also presented a simple but powerful optimization by which all addi-

tional counting incurred by privacy preserving mining is moved to the end of each pass over

the database.

Our experiments show that EMASK could simultaneously provide good privacy, accuracy

and efficiency. Specifically, less than 4 times slowdown with respect to Apriori in conjunction

with 70-plus privacies and 90-plus accuracies, were achieved. In summary, EMASK takes a

significant step towards making privacy-preserving mining of association rules a viable enter-

prise.

In the second part of the work, we develop FRAPP : a generalized model for random-

perturbation-based methods operating on categorical data under strict privacy constraints. We

showed that by making careful choices of the model parameters and building perturbation

60
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methods for these choices, order-of-magnitude improvements in accuracy could be achieved

as compared to the conventional approach of first deciding on a method and thereby implicitly

fixing the associated model parameters. In particular, we proved that a “gamma-diagonal” per-

turbation matrix is capable of delivering the best accuracy, and is in fact, optimal with respect

to its condition number, which decides the estimation error. We presented an implementa-

tion technique for gamma-diagonal-based perturbation, whose complexity is proportional to

the sum of the domain cardinalities of the attributes in the database. Empirical evaluation of

our new gamma-diagonal-based techniques showed substantial reductions in frequent itemset

identity and support reconstruction errors.

We also investigated the novel strategy of having the perturbation matrix composed of not

fixed values, but random variables instead. Our analysis of this approach for association rule

mining showed that, at a marginal cost in accuracy, significant improvements in privacy levels

could be achieved.

In our future work, we plan to extend our modeling approach to other flavors of mining

tasks.
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